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Abstract— In this review/tutorial article, we present recent
progress on optimal control of partially observed Markov Deci-
sion Processes (POMDPs). We first present regularity and conti-
nuity conditions for POMDPs and their belief-MDP reductions,
where these constitute weak Feller and Wasserstein regularity
and controlled filter stability. These are then utilized to arrive
at existence results on optimal policies for both discounted and
average cost problems, and regularity of value functions. Then,
we study rigorous approximation results involving quantization
based finite model approximations as well as finite window
approximations under controlled filter stability. Finally, we
present several recent reinforcement learning theoretic results
which rigorously establish convergence to near optimality under
both criteria.

I. PARTIALLY OBSERVED MARKOV DECISION
PROCESSES: INTRODUCTION AND PRELIMINARIES

Partially observed Markov Decision processes (POMDPs)
present challenging mathematical problems with significant
applied relevance.

Consider a stochastic process {Xk, k ∈ Z+}, where each
element Xk takes values in some standard Borel space X,
with dynamics described by

Xk+1 = F (Xk, Uk,Wk) (1)
Yk = G(Xk, Vk) (2)

where Yk is an Y-valued measurement sequence; we take Y
also to be some standard Borel space. Suppose further that
X0 ∼ µ for some µ ∈ P(X), where P(X) represents the set
of all probability measures on X. Here, Wk, Vk are mutually
independent i.i.d. noise processes. This system is subjected to
a control/decision process where the control/decision at time
n, Uk, incurs a cost c(Xk, Uk). The decision maker only has
access to the measurement process Yk and Uk causally: An
admissible policy γ is a sequence of control/decision func-
tions {γk, k ∈ Z+} such that γk is measurable with respect
to the σ-algebra generated by the information variables

Ik = {Y[0,k], U[0,k−1]}, k ∈ N, I0 = {Y0}.

so that
Uk = γk(Ik), k ∈ Z+ (3)

are the U-valued control/decision actions and we use the
notation

Y[0,k] = {Ys, 0 ≤ s ≤ k}, U[0,k−1] = {Us, 0 ≤ s ≤ k−1}.
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We define Γ to be the set of all such (strong-sense) admissible
policies. We emphasize the implicit assumption that the
control policy also depends on the prior probability measure
µ.

We assume that all of the random variables are defined
on a common probability space (Ω,F , P ) given the initial
distribution on the state, and a policy, on the infinite product
space consistent with finite dimensional distributions, by
the Ionescu Tulcea Theorem [30]. We will sometimes write
the probability measure on this space as P γ

µ to emphasize
the policy γ and the initialization µ. We note that (1)-(2)
can also, equivalently (via stochastic realization results [27,
Lemma 1.2] [5, Lemma 3.1], [1, Lemma F]), be represented
with transition kernels: the state transition kernel is denoted
with T so that for Borel B ⊂ X

T (B|x, u) := P (X1 ∈ B|X0 = x, U0 = u), .

We will denote the measurement kernel with Q so that for
Borel B ⊂ Y:

Q(B|x) := P (Y0 ∈ B|X0 = x).

For (1)-(2), we are interested in minimizing either the
average-cost optimization criterion

J∞(µ, γ) := lim sup
N→∞

1

N
Eγ

µ [

N−1∑
k=0

c(Xk, Uk)] (4)

or the discounted cost criterion (for some β ∈ (0, 1)

Jβ(µ, γ) := Eγ
µ [

∞∑
k=0

βkc(Xk, Uk)] (5)

over all admissible control policies γ = {γ0, γ1, · · · , } ∈ Γ
with X0 ∼ µ. With P(U) denoting the set of probabil-
ity measures on U endowed with the weak convergence
topology, we will also, when needed, allow for independent
randomizations so that γk(Ik) is P(U)-valued for each
realization of Ik. Here c : X×U → R+ is the cost function.

One may also consider the control-free case where the
system equation (1) does not have control dependence; in
this case only a decision is to be made at every time stage; U
is present only in the cost expression in (4). This important
special case has been studied extensively in the theory of
non-linear filtering.

A. Literature review and preliminaries

In the following, we present a brief literature review on
optimal control of POMDPs, before presenting the main
results of the article.
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POMDPs, separated policies and belief-MDPs. It is well-
known that any POMDP can be reduced to a (completely
observable) MDP [76], [52], whose states are the posterior
state probabilities, or beliefs, of the observer; that is, the state
at time k is

πk( · ) := P{Xk ∈ · |Y0, . . . , Yk, U0, . . . , Uk−1} ∈ P(X).

We call this equivalent MDP the belief-MDP. The belief-
MDP has state space P(X) and action space U. Here,
P(X) is equipped with the Borel σ-algebra generated by the
topology of weak convergence [3]. Since X is a Borel space,
P(X) is metrizable with the Prokhorov metric which makes
P(X) into a Borel space [50]. The transition probability η
of the belief-MDP can be constructed as follows (see also
[29]). If we define the measurable function

F (π, a, y) := Pr{Xk+1 ∈ · |πk = π, Uk = u, Yk+1 = y}

from P(X) × U × Y to P(X) and the stochastic kernel
H( · |π, u) := Pr{Yk+1 ∈ · |πk = π, Uk = u} on Y given
P(X)× U, then η can be written as

η( · |π, u) =
∫
Y
1{F (π,u,y)∈ · }H(dy|π, u). (6)

The one-stage cost function c of the belief-MDP is given by

c̃(π, u) :=

∫
X
c(x, u)π(dx). (7)

With cost function c(x, u) is continuous and bounded on X×
U, an application of the generalized dominated convergence
theorem [45, Theorem 3.5] [58, Theorem 3.5], we have that
c̃(π, u) = Eπ[c(x, u)] :=

∫
π(dx)c(x, u) : P(X) × U → R

is also continuous and bounded, and thus Borel measurable.
In particular, the belief-MDP is a (fully observed) Markov

decision process with the components (P(X),U, η, c̃).
For finite horizon problems and a large class of infinite

horizon discounted cost problems, it is a standard result that
an optimal control policy will use the belief πk as a sufficient
statistic for optimal policies (see [76], [52], [4]).

Approximations and Learning for POMDPs. Studies
on POMDPs had primarily been algorithmic and numerical,
with rigorous studies applicable to a particular set of prob-
lems until recently. In particular, the regularity properties of
POMDPs as pioneered in [13], [23] and later generalized to
further conditions and criteria in [37], [24], [22], [41], [16]
have paved the way for rigorous and explicit performance
bounds. For approximate optimality on POMDPs, we refer
the reader to the detailed review in [57] for discounted cost
problems and [14] for the average cost problem.

If the agent does not know the underlying dynamics
of the observations (transitions and/or channel), then the
learning of the solutions to the optimal control problem from
observed data is necessary. However, learning for POMDPs
has been a challenging problem. Various approaches and
studies are available in the literature starting with [60], see
e.g. [21], [32], [70], [44], [2] for some of the learning
approaches for POMDPs. In particular, we also cite the
recent comprehensive studies [10] and [19] which study

learning in non-Markov environments. [63], [59] present a
general framework on approximation states and their induced
optimality and near optimality properties under several uni-
formity bounds. Some of our explicit analysis here can also
be seen in view of these bounds. We also refer the reader to
the second tutorial paper [61] for complementary approaches
to the planning and learning problem.

Our technical approach on learning builds on the mathe-
matical analysis developed in [42] and generalized in [43]
(see also [38], [41]). We note that more general, non-uniform,
bounds are also considered in [38], [41].
Control-free setup. For the special case without control,
the belief process is known as the (non-linear) filter process,
and by the discussion above, this itself is a Markov pro-
cess. For our paper, this setup will be useful to study the
convergence and uniqueness properties involving invariant
probability measures for the filter process: The stability
properties of such processes has been studied, where the
existence of an invariant probability measure for the belief
process, as well as the uniqueness of such a measure (i.e.,
the unique ergodicity property) has been investigated under
various conditions, see. e.g. [8] and [11] which provide a
comprehensive discussion on both the ergodicity of the filter
process as well as filter stability. [46, Theorem 2] and [67,
Prop 2.1] assume that the hidden state process is ergodic
and the filter is stable (almost surely or in expectation under
total variation); these papers crucially embed the stationary
state in the joint process (xk, πk) and note that when xk is
stationary, the Markov chain defined by this process admits
an invariant probability measure. See also [33], [26], [11],
[34], [64] for further filter stability and unique ergodicity
results and a recent review in [72].

B. Convergence Notions for Probability Measures

For the analysis of the technical results, we will use
different convergence and distance notions for probability
measures. Two important notions of convergences for se-
quences of probability measures are weak convergence, and
convergence under total variation. For some N ∈ N a
sequence {µn, n ∈ N} in P(X) is said to converge to
µ ∈ P(X) weakly if

∫
X f(x)µn(dx) →

∫
X f(x)µ(dx) for

every continuous and bounded c : X → R. One important
property of weak convergence is that the space of probability
measures on a complete, separable, and metric (Polish) space
endowed with the topology of weak convergence is itself
complete, separable, and metric [50]. One such metric is the
bounded Lipschitz metric [69, p.109], which is defined for
µ, ν ∈ P(X) as

ρBL(µ, ν) := sup
∥f∥BL≤1

|
∫

fdµ−
∫

fdν| (8)

where

∥f∥BL := ∥f∥∞ + sup
x ̸=y

|f(x)− f(y)|
d(x, y)

and ∥f∥∞ = supx∈X |f(x)|.
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We next introduce the first order Wasserstein metric. The
Wasserstein metric of order 1 for two measures µ, ν ∈ P(X)
is defined as

W1(µ, ν) = inf
η∈H(µ,ν)

∫
X×X

η(dx, dy)|x− y|,

where H(µ, ν) denotes the set of probability measures on
X × X with first marginal µ and second marginal ν. Fur-
thermore, using the dual representation of the first order
Wasserstein metric, we equivalently have

W1(µ, ν) = sup
Lip(f)≤1

∣∣∣∣∫ f(x)µ(dx)−
∫

f(x)ν(dx)

∣∣∣∣
where Lip(f) is the minimal Lipschitz constant of f .

A sequence {µn} is said to converge in W1 to µ ∈
P(X) if W1(µn, µ) → 0. For compact X, the Wasserstein
distance of order 1 metrizes the weak topology on the set
of probability measures on X (see [69, Theorem 6.9]). For
non-compact X convergence in the W1 metric implies weak
convergence (in particular this metric bounds from above
the Bounded-Lipschitz metric [69, p.109], which metrizes
the weak convergence).

For probability measures µ, ν ∈ P(X), the total variation
metric is given by

∥µ− ν∥TV = sup
f :∥f∥∞≤1

∣∣∣∣∫ f(x)µ(dx)−
∫

f(x)ν(dx)

∣∣∣∣ ,
where the supremum is taken over all measurable real f such
that ∥f∥∞ = supx∈X |f(x)| ≤ 1. A sequence µn is said to
converge in total variation to µ ∈ P(X) if ∥µn−µ∥TV → 0.

II. REGULARITY RESULTS: WEAK CONTINUITY,
WASSERSTEIN CONTINUITY, WASSERSTEIN

CONTRACTION AND FILTER STABILITY

A. Weak Feller Continuity of the Belief-MDP

Building on [37] and [23], this section establishes the weak
Feller property of the filter process; that is, the weak Feller
property of the kernel defined in (6) under two different sets
of assumptions.

Assumption 2.1: (i) The transition probability
T (·|x, u) is weakly continuous in (x, u), i.e., for
any (xn, un) → (x, u), T (·|xn, un) → T (·|x, u)
weakly.

(ii) The observation channel Q(·|x, u) is continuous in
total variation, i.e., for any (xn, un) → (x, u),
Q(·|xn, un) → Q(·|x, u) in total variation.

Assumption 2.2: (i) The transition probability
T (·|x, u) is continuous in total variation in (x, u), i.e.,
for any (xn, un) → (x, u), T (·|xn, un) → T (·|x, u) in
total variation.

(ii) The observation channel Q(·|x) is independent of the
control variable.

Theorem 2.1: [23] Under Assumption 2.1, the transition
probability η(·|z, u) of the filter process is weakly continuous
in (z, u).

Theorem 2.2: [37] Under Assumption 2.2, the transition
probability η(·|z, u) of the filter process is weakly continuous
in (z, u).

As examples, taken from [37], suppose that the system
dynamics and the observation channel are represented as
follows:

xt+1 = H(xt, ut, wt),

yt = G(xt, ut−1, vt),

where wt and vt are i.i.d. noise processes.
(i) Suppose that H(x, u, w) is a continuous function in

x and u. Then, the corresponding transition kernel is
weakly continuous.

(ii) Suppose that G(x, u, v) = g(x, u) + v, where g is a
continuous function and Vt admits a continuous density
function φ with respect to some reference measure ν.
Then, the channel is continuous in total variation.

(iii) Suppose that we have H(x, u, w) = h(x, u)+w, where
f is continuous and wt admits a continuous density
function φ with respect to some reference measure ν.
Then, the transition probability is continuous in total
variation.

B. Wasserstein Continuity and Contraction Properties of the
Belief-MDP

Recently, [41] presented the following regularity results
for controlled filter processes. Let us first recall the follow-
ing:

Definition 2.1: [18, Equation 1.16][Dobrushin coeffi-
cient] For a kernel operator K : S1 → P(S2) (that is a
regular conditional probability from S1 to S2) for standard
Borel spaces S1, S2, we define the Dobrushin coefficient as:

δ(K) = inf

n∑
i=1

min(K(x,Ai),K(y,Ai)) (9)

where the infimum is over all x, y ∈ S1 and all partitions
{Ai}ni=1 of S2.

Assumption 2.3:
1) (X, d) is a bounded compact metric space with diam-

eter D (where D = supx,y∈X d(x, y)).
2) The transition probability T (· | x, u) is continuous

in total variation in (x, u), i.e., for any (xn, un) →
(x, u), T (· | xn, un) → T (· | x, u) in total variation.

3) There exists α ∈ R+such that

∥T (· | x, u)− T (· | x′, u)∥TV ≤ αd(x, x′)

for every x, x′ ∈ X, u ∈ U.
4) There exists K1 ∈ R+ such that

|c(x, u)− c(x′, u)| ≤ K1d(x, x
′).

for every x, x′ ∈ X, u ∈ U.
5) The cost function c is bounded and continuous.
Theorem 2.3: [14] Assume that X and Y are Polish

spaces. If Assumptions 2.3-1,3 are fulfilled, then we have

W1 (η(· | z0, u), η (· | z′0, u)) ≤ K2W1 (z0, z
′
0) ,
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with K2 := αD(3−2δ(Q))
2 for all z0, z′0 ∈ P(X), u ∈ U.

Remark 2.1: A recent paper [72] has presented an alter-
native approach, without belief-separation, and has arrived
further conditions for the existence of optimal policies for
discounted and average cost problems as well as the unique
ergodicity property for both controlled and control-free se-
tups. Such an approach leads to complementary conditions
on the weak Feller property on the state, which considers the
entire past as the state endowed with the product topology.

C. Filter Stability

The filter stability problem refers to the correction of an
incorrectly initialized non-linear filter for a partially observed
stochastic dynamical system (controlled or control-free) with
increasing measurements. As we will see, this property
has significant implications on robustness as well as near
optimality of sliding finite window policies with explicit
approximation bounds, to be presented in the paper.

Let us describe this property more explicitly: Given a prior
µ ∈ P(X) and a policy γ ∈ Γ we can define the filter and
predictor for a POMDP using the (strategic) measure Pµ,γ .

Definition 2.2: (i) We define the one step predictor pro-
cess as the sequence of conditional probability measures

πµ,γ
n− (·) = Pµ,γ(Xn ∈ ·|Y[0,n−1], U[0,n−1]) n ∈ N

(ii) We define the filter process as the sequence of condi-
tional probability measures

πµ,γ
k (·) = Pµ,γ(Xk ∈ ·|Y[0,k], U[0,k−1]), n ∈ Z+

(10)
Remark 2.2: Recall that the U[0,k−1] are all functions

of the Y[0,k−1], so conditioning on the control actions is
not necessary in the above definitions. Yet this conditional
probability would be policy dependent; if we condition on the
past actions, this conditioning would be policy-independent.
Say a prior µ ∈ P(X) and a policy γ ∈ Γ are chosen,
an observer sees measurements Y[0,∞) generated via the
strategic measure Pµ,γ . The observer is aware that the policy
applied is γ, but incorrectly thinks the prior is ν ̸= µ. The
observer will then compute the incorrectly initialized filter
πν,γ
k while the true filter is πµ,γ

k . The filter stability problem
is concerned with the merging of πν,γ

k and πµ,γ
k as k goes

to infinity.
In the literature, there are a number of merging notions

when one considers stability which we enumerate here. Let
Cb(X) represent the set of continuous and bounded functions
from X → R. We define here the different notions of stability
for the filter.

Definition 2.3: (i) A filter process is said to be sta-
ble in the sense of weak merging with respect to a
policy γ, Pµ,γ almost surely (a.s.) if there exists a
set of measurement sequences A ⊂ YZ+ with Pµ,γ

probability 1 such that for any sequence in A; for any
f ∈ Cb(X ) and any prior ν with µ ≪ ν (i.e., for
all Borel B ν(B) = 0 =⇒ µ(B) = 0) we have
limn→∞

∣∣∫ fdπµ,γ
n −

∫
fdπν,γ

n

∣∣ = 0.

(ii) A filter process is said to be stable in the sense of
total variation in expectation with respect to a pol-
icy γ if for any measure ν with µ ≪ ν we have
limn→∞ Eµ,γ [∥πµ,γ

n − πν,γ
n ∥TV ] = 0.

(iii) A filter process is said to be stable in the sense of total
variation with respect to a policy γ, Pµ,γ a.s. if there
exists a set of measurement sequences A ⊂ YZ+ with
Pµ,γ probability 1 such that for any sequence in A; for
any measure ν with µ ≪ ν we have limn→∞ ∥πµ,γ

n −
πν,γ
n ∥TV = 0 Pµ,γ a.s..

(iv) The filter is said to be universally stable in one of the
above notions if the notion holds with respect to every
admissible policy γ ∈ Γ.

One of the main differences between control-free and
controlled partially observed Markov chains is that the filter
is always Markovian under the former, whereas under a
controlled model the filter process may not be Markovian
since the control policy may depend on past measurements
in an arbitrary (measurable) fashion. This complicates the
dependency structure, and therefore results from the control-
free case do not directly apply to the controlled setup.

Recall (9) and let us define δ̃(T ) := infu∈U δ(T (·|·, u)).
Theorem 2.4: [47, Theorem 3.3] Assume that for µ, ν ∈

P(X), we have µ ≪ ν. Then we have

Eµ,γ
[
∥πµ,γ

n+1 − πν,γ
n+1∥TV

]
≤ αEµ,γ [∥πµ,γ

n − πν,γ
n ∥TV ] .

(11)

where α := (1− δ̃(T ))(2− δ(Q)).
If α < 1, by applying the Borel-Cantelli lemma and

Markov’s inequality, we have that exponential stability in
expectation implies the same result in an almost sure sense
as well; see [47, Remark 3.10]. This also establishes that the
rate of convergence is uniform over all priors ν as long as
µ ≪ ν.

A further method, and one which leads to complementary
conditions given the above, for filter stability is via the
Hilbert projective metric.

Definition 2.4: Two non-negative measures µ, ν on
(X,B(X)) are comparable, if there exist positive constants
0 < a ≤ b, such that

aν(A) ≤ µ(A) ≤ bν(A)

for any Borel subset A ⊂ X.
Definition 2.5 (Mixing kernel): The non-negative kernel

K defined on X is mixing, if there exists a constant 0 < ε ≤
1, and a non-negative measure λ on X, such that

ελ(A) ≤ K(x,A) ≤ 1

ε
λ(A)

for any x ∈ X, and any Borel subset A ⊂ X.
Definition 2.6: (Hilbert metric). Let µ, ν be two non-

negative finite measures. We define the Hilbert metric on
such measures as

h(µ, ν) =


log

(
supA|ν(A)>0

µ(A)
ν(A)

infA|ν(A)>0
µ(A)
ν(A)

)
if µ, ν are comparable

0 if µ = ν = 0

∞ else
(12)
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Note that h(aµ, bν) = h(µ, ν) for any positive scalars
a, b. Therefore, the Hilbert metric is a useful metric for
nonlinear filters since it is invariant under normalization, and
the following lemma demonstrates that it bounds the total-
variation distance.

Lemma 2.1: [28, Lemma 3.4] Let µ, ν be two non-
negative finite measures,

i. ∥µ− ν∥TV ≤ 2
log 3h (µ, ν) .

ii. If the nonnegative kernel K is a mixing kernel (see
Definition 2.5) with constant ϵ, then h (Kµ,Kν) ≤
1
ε2 ∥µ− ν∥TV .

Lemma 2.2 ([28], Lemma 3.8): (Birkhoff contraction
coefficient). The nonnegative linear operator τ on M+(X)
(positive measures on X) associated with a nonnegative
kernel K defined on X

τ(K) := sup
0<h(µ,ν)<∞

h (Kµ,Kν)

h (µ, ν)
= tanh

[
1

4
H(K)

]
where

H(K) := sup
µ,ν

h (Kµ,Kν)

is over nonnegative measures, is a contraction (called the
Birkhoff contraction coefficient) , is a contraction under the
Hilbert metric if H(K) < ∞ (which implies τ(K) < 1).

Another filter stability result which will also be useful in
numerical methods for POMDPs to be considered later is via
the following stochastic non-linear observability definition.

Definition 2.7: [Stochastic Observability for Non-Linear
Systems][48] A POMDP is called one step observable (uni-
versal in admissible control policies) if for every f ∈ Cb(X)
and every ϵ > 0 there exists a measurable and bounded
function g such that ∥f(·)−

∫
Y g(y)Q(dy|·)∥∞ < ϵ.

Theorem 2.5: [48] Assume that µ ≪ ν and that the
POMDP is one step observable. Then the predictor is uni-
versally stable weakly a.s. .

The observability notion defined above only results in
stability of the predictor in the weak sense Pµ,γ almost
surely. However, these can be extended to filter stability and
under further criteria, see [48], [49].

We now present an example for observability.
Example 2.1: [49] Consider a finite setup X =

{a1, · · · , an} and let the noise space be V = {b1, · · · , bm}.
Now, assume y = h(x, v) has K distinct outputs, where 1 ≤
K ≤ (n)(m) and Y = {c1, · · · , cK}. We note that for such a
setup, there is already a sufficient and necessary condition for
filter stability provided in [68, Theorem V.2] (see also [66]).
For each x, hx can be viewed as a partition of V, assigning
each bi ∈ X to an output level cj ∈ Y. We can track this by
the matrix Hx(i, j) = 1 if hx(bi) = yj and zero else. Let Q
be the 1×m vector representing the probability measure of
the noise. Let g(ci) = αi, with α⊺ = [α1, α2, . . . , αK ] and∫
V g(h(x, v))Q(dv) =: (QHx)α. Any function f(x) can be

expressed as a n× 1 vector and hence the question reduces
to finding a vector α so that f = QHα, and the system is

one step observable if and only if the matrix A ≡

QHa1

...
QHan



is rank n.
Further examples for measurement channels satisfying

Definition 2.7 have been reported in [49, Section 3].
Applications of these will be discussed in the context of

numerical methods for POMDPs. Filter stability is also re-
lated to robustness of optimal costs to incorrect initializations
for controlled models [48].

III. EXISTENCE OF OPTIMAL POLICIES: DISCOUNTED
COST AND AVERAGE COST

A. Discounted Cost

Theorem 3.1: If the cost function c : X × U → R is
continuous and bounded, and U is compact, under Theorems
2.1 or 2.2, for any β ∈ (0, 1), there exists an optimal solution
to the discounted cost optimality problem with a continuous
and bounded value function. Furthermore, under Assumption
2.3, with K2 = αD(3−2δ(Q))

2 , if βK2 < 1 the value function
is Lipschitz continuous.

Proof: An application of the dominated convergence
theorem implies that c̃(π, u) (7) is also continuous and
bounded. If the action set is compact, then under Theorems
2.1 or 2.2, which imply that η is weakly continuous, we have
that the measurable selection conditions (see e.g. [30]) apply,
and solutions to the Bellman or discounted cost optimality
equations exist, and accordingly an optimal control policy
exists. For the second result, [54, Theorem 4.37] leads to
Lipschitz regularity under the Wasserstein continuity condi-
tion on the kernel.

B. Average Cost

The average cost is a significantly more challenging prob-
lem as the typical contraction conditions via minorization is
too demanding for η. An alternative approach is based on the
Section II-B. The average cost optimality equation (ACOE)
plays a crucial role for the analysis and the existence results
of MDPs under the infinite horizon average cost optimality
criteria. The triplet (h, ρ∗, γ∗), where h, γ : P(X) → R are
measurable functions and ρ∗ ∈ R is a constant, forms the
ACOE if

h(z) + ρ∗ = inf
u∈U

{
c̃(z, u) +

∫
h(z1)η(dz1|z, u)

}
= c̃(z, γ∗(z)) +

∫
h(z1)η(dz1|z, γ∗(z)) (13)

for all z ∈ P(X). It is well known that (see e.g. [30, Theorem
5.2.4]) if (13) is satisfied with the triplet (h, ρ∗, γ∗), and
furthermore if h satisfies

sup
γ∈Γ

lim
t→∞

Eγ
z [h(Zt)]

t
= 0, ∀z ∈ P(X)

then γ∗ is an optimal policy for the POMDP under the
infinite horizon average cost optimality criteria, and

J∗(z) = inf
γ∈Γ

J(z, γ) = ρ∗ ∀z ∈ P(X).

Theorem 3.2: (i) [14] Under Assumption 2.3, with
K2 = αD(3−2δ(Q))

2 < 1, a solution to the average cost
optimality equation (ACOE) exists. This leads to the
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existence of an optimal control policy, and optimal cost
is constant for every initial state.

(ii) [72, Theorem 3] If the cost function c : X× U → R is
continuous and bounded, and U is compact, under weak
Feller regularity of η (e.g., under either Theorem 2.1 or
2.2), there exists an optimal policy 1

Proof: (i) follows from a vanishing discount method
[14]. (ii) follows from the convex analytic method building
on [7].

IV. APPROXIMATIONS: DISCOUNTED COST

A. State and Action Space Quantization
By combining the approximation results in [57], [54],

together with the weak Feller continuity results presented
earlier, we can conclude that the numerical methods for
weakly continuous fully observed MDPs can also be applied
to POMDPs under the conditions reported in Theorems 2.1
and 2.2. This has explicitly been demonstrated in [57], where
also methods for quantizing probability measures have been
studied in [57, Section 5]. Notably, one can first quantize
the action space with arbitrarily small loss (see [55][54,
Theorem 3.16] for discounted cost and [55],[54, Theorem
3.22] for average cost) and then approximate the probability
measures, e.g. under the W1 metric, to obtain a finite model.
In the following, we follow the approach and results from
[38] applied to belief-MDPs.

To construct a finite near-optimal MDP model, we be-
gin by quantizing the belief states. We select disjoint sets
{Zi}Mi=1 such that

⋃
i Zi = P(X), and each Zi is disjoint

from Zj for any i ̸= j. For each set, we choose a represen-
tative state, denoted as zi ∈ Zi. This results in a finite state
space for our model, represented by Z̄ := {z1, . . . , zM}. The
quantization function maps the original state space P(X) to
this finite set Z̄ as follows:

q(z) = zi if z ∈ Zi.

To define the approximate cost function, we select a weight
measure π∗ ∈ P(P(X)) over P(X) such that π∗ (Zi) > 0
for all Zi. Under Assumption 2.3, we know that P(X)
is compact under W1 metric. We then define normalized
measures for each quantization bin Zi using the weight
measure as:

π̂∗
zi(A) :=

π∗(A)

π∗ (Zi)
, ∀A ⊂ Zi, ∀i ∈ {1, . . . ,M}.

This normalized measure, π̂∗
zi , is specific to the set Zi

containing zi.
Next, we define the stage-wise cost and the transition

kernel for the MDP with the finite state space Z̄ using these
normalized weight measures. For any zi, zj ∈ Z̄ and u ∈ U,
the stage-wise cost function and the transition kernel are:

c∗ (zi, u) =

∫
Zi

c̃(z, u)π̂∗
zi(dz),

η∗ (zj | zi, u) =
∫
Zi

η (Zj | z, u) π̂∗
zi(dz).

1Here, the optimality result may only hold for a restrictive class of initial
conditions or initializations, unlike part (i).

After establishing the finite state space Z̄, the cost function
c∗ and the transition kernel η∗, we introduce the discounted
optimal value function for this finite model, denoted as Ĵβ :
Z̄ → R. We extend this function to the entire original state
space P(X) by keeping it constant within the quantization
bins. Therefore, for any z ∈ Zi, we define:

Ĵβ(z) := Ĵβ(zi).

We also define the maximum loss function among the
quantization bins as:

L̄ := max
i=1,...,M

sup
z,z′∈Zi

W1(z, z
′). (14)

Assumption 4.1: [[38] Assumption 4]
1) P(X) is compact (under W1 metric).
2) There exists αc > 0 such that |c̃(z, u)− c̃ (z′, u)| ≤

αcd(z, z
′) for all z, z′ ∈ P(X) and for all u ∈ U. It

suffices that |c(x, u)− c(x′, u)| ≤ αc|x− x′|.
3) There exists αη > 0 such that

W1 (η(· | z, u), η (· | z′, u)) ≤ αηd(z, z
′) for all

z, z′ ∈ P(X) and for all u ∈ U.
Theorem 4.1: [38, Theorem 6] Under Assumption 4.1,

we have

sup
z∈P(X)

∣∣Jβ (z, γ̂)− J∗
β (z)

∣∣ ≤ 2αc

(1− β)2 (1− βαη)
L̄,

where L̄ is defined in (14) and γ̂ denotes the optimal policy
of the finite-state approximate model extended to the state
space P(X) via the quantization function q.
A similar result is presented in the [54], Theorem 4.38,
offering a slightly weaker bound.

Under Assumption 2.3, the belief MDP satisfies Assump-
tion 4.1 because P(X) is compact under W1 metric. It also
follows that we have |c̃(z, u) − c̃(z′, u)| ≤ K1W1(z, z

′)
for all z, z′ ∈ P(X) and for all u ∈ U. Theorem 2.3
implies W1(η(· | z, u), η(· | z′, u)) ≤ K2W1(z, z

′) for all
z, z′ ∈ P(X) and for all u ∈ U. Thus, for belief MDP,
quantization provides the following bound:

sup
z∈P(X)

∣∣Jβ (z, γ̂)− J∗
β (z)

∣∣ ≤ 2K1

(1− β)2(1− βK2)
L̄.

Furthermore, quantized model gives near-optimal policy of
the original belief MDP model as L̄ → 0.

If we only have weak Feller regularity of η (e.g., under
either Theorem 2.1 or 2.2), a similar approximation result
holds though only by asymptotic convergence of the approxi-
mation error to zero as the diameters of the quantization bins
converge to zero; see [57, Theorem 3] as an application of
[56] and [54, Theorem 4.27].

In the following, an alternative approach is presented.

B. An Alternative Finite Window Belief-MDP Reduction and
Its Approximation

In this section we construct an alternative fully observed
MDP reduction with the condition that the controller has
observed at least N information variables, using the predictor
from N stages earlier and the most recent N information
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variables (that is, measurements and actions). This new con-
struction allows us to highlight the most recent information
variables and compress the information coming from the past
history via the predictor as a probability measure valued
variable.

Inspired from filter stability, consider the following: For
any time step t ≥ N and for a fixed observation realization
sequence y[0,t] and control action sequence u[0,t−1], the state
process can be viewed as

Pµ(xt ∈ ·|y[0,t], u[0,t−1]) = Pπt−N− (Xt ∈ ·|y[t−N,t], u[t−N,t−1])

where

πt−N−(·) = Pµ(xt−N ∈ ·|y[0,t−N−1], u[0,t−N−1]).

That is, we can view the state as the Bayesian update
of πt−N− , the predictor at time t − N , using the obser-
vations yt−N , . . . , yt. Notice that with this representation
only the most recent N observation realizations are used
for the update and the past information of the observations
is embedded in πt−N− .

We define the new state variable as the triple
(π−

t−N , y[0,t−N−1], u[0,t−N−1]). We place the product metric
on this new space: weak convergence on the belief and usual
metric on the measurements and actions.

The idea is to quantize the new state as follows: collapse
all π to a fixed state π̂, define an approximate finite MDP
and establish performance bounds utilizing filter stability.

In the following, we will assume that X is Rn for some
n and that U,Y are finite sets.

Define the quantization map F , such that for
(π, y[0,N ], u[0,N−1])

F (π, y[0,N ], u[0,N−1]) = (π̂, y[0,N ], u[0,N−1]).

Using the map F and the finite set ZN , one can define
a finite belief MDP, and construct a policy for this finite
model, by extending it, we can use the policy, say ϕ̃N for
the original model.

The cost function for the approximate model is

ĉ(ẑNt , ut) = ĉ(π̂, INt , ut) := c̃(ϕ(π̂, INt ), ut)

=

∫
X
c(xt, ut)P

π̂(dxt|yt, . . . , yt−N , ut−1, . . . , ut−N ).

We define the controlled transition model for the approximate
model by

η̂N (ẑNt+1|ẑNt , ut)

= η̂N (π̂, INt+1|π̂, INt , ut) := η̂

(
P(X), INt+1|π̂, INt , ut

)
(15)

We will write ZN
π̂ to make the dependence on π̂ and N

more explicit.
We denote the optimal value function for the approximate

model by JN
β , and the optimal policy for the approximate

model by ϕN .
We investigate the following approximation error terms:

|JN
β (ẑ)− J∗

β(ẑ)|, Jβ(ẑ, ϕN )− J∗
β(ẑ).

The first one is the difference between the optimal value
function of the original model and that for the approximate
model. The second term is the performance loss due to
the policy calculated for the approximate model using finite
memory being applied to the true model.

Building on [40], [36], we can show that the loss is related
to the term:

LN
t := sup

γ̂∈Γ̂

Eγ̂

π−
0

[
∥Pπ−

t (Xt+N ∈ ·|Y[t,t+N ], U[t,t+N−1])

− P π̂(Xt+N ∈ ·|Y[t,t+N ], U[t,t+N−1])∥TV

]
.

(16)

Let us elaborate on this term further. Consider the mea-
surable policy space with respect to the new state space
Ẑ = P(X) × YN+1 × UN by Γ̂. That is, a policy γ̂ ∈ Γ̂
is a sequence of control functions {γ̂t} such that γ̂t is
measurable with respect to the σ-algebra generated by the
information variables {ẑ0, . . . , ẑt}. LN

t above is then the
expected bound on the total variation distance between the
posterior distributions of Xt+N conditioned on the same
observation and control action variables Y[t,t+N ], U[t,t+N−1]

when the prior distributions of Xt are given by π−
t and π∗.

The expectation is with respect to the random realizations
of π−

t and Y[t,t+N ], U[t,t+N−1] under the true dynamics of
the system when the prior distribution of x0 is given by
π−
0 . This constant represents the bound on the distance of

two processes with different starting points when they are
updated with the same observation and action processes
under the given policy. This term is directly related to filter
stability, with bounds to be presented in the following.

Theorem 4.2: [42] [Continuity of Value Functions] For
ẑ0 = (π−

0 , I
N
0 ), if a policy γ̂ acts on the first N steps of the

process which produces IN0 , we then have

Eγ̂

π−
0

[∣∣∣J̃N
β (ẑ0)− J∗

β(ẑ0)
∣∣∣ |IN0 ]

≤ ∥c∥∞
(1− β)

∞∑
t=0

βtLN
t

Theorem 4.3: [42] [Near Optimality of Approximate Fi-
nite Window Model Solution applied to Actual Model] For
ẑ0 = (π−

0 , I
N
0 ), with a policy γ̂ acting on the first N steps,

Eγ̂

π−
0

[∣∣∣Jβ(ẑ0, ϕ̃N )− J∗
β(ẑ0)

∣∣∣ |IN0 ]
≤ 2∥c∥∞

(1− β)

∞∑
t=0

βtLN
t .

(17)
Via a somewhat different, and more direct, derivation,[41,

Section 4.2 and Theorem 17] presented the following alter-
native condition involving sample path-wise uniform filter
stability term

L̄N
TV := sup

z∈P(X)

sup
y[0,N],u[0,N−1]∥∥∥P z(·|y[0,N ], u[0,N−1])− P z∗

(·|y[0,N ], u[0,N−1])
∥∥∥
TV

,

(18)

to show the following uniform error bound:

sup
z

∣∣Jβ(z, γN )− J∗
β(z)

∣∣ ≤ 2(1 + (αZ − 1)β)

(1− β)3(1− αZβ)
∥c∥∞L̄N

TV

(19)

6715



for all β ∈ (0, 1) under a contraction condition, for some
constant αZ defined in [41]. Additionally, [41, Theorem
9] provided conditions where the error is in the bounded-
Lipschitz metric (which is equivalent to the Wasserstein-1
metric when the state space X is compact), however these
were only applicable for a restrictive subset of the discount
parameter β. On the other hand, the bound in (17) is in
expectation whereas the bound in (19) is uniform, and thus
the results are complementary.

1) Explicit filter stability bounds on expected filter error
LN
t and Sample Path Filter Error L̄N

TV : [42] shows that the
term LN

t can be bounded via Theorem 2.4: Recall that this
states that

Eµ,γ [∥πµ,γ
n − πν,γ

n ∥TV ] ≤ 2αn. (20)

which holds uniformly for all µ ≪ ν where α := (1 −
δ̃(T ))(2− δ(Q)), and δ(·) denotes the Dobrushin coefficient
of its argument (stochastic kernel). Since δ̃(T ) is a uniform
Dobrushin coefficient over all control actions, the above
bound is valid under any control policy. Thus we have that
LN
t ≤ 2αN .
As a complementary condition, via the Birkhoff-Hopf

theorem, a controlled version of a contraction via the Hilbert
metric [28] can be utilized [15]:

Recall that

F (z, y, u)(·) = Pr {Xk+1 ∈ · | Zk = z, Yk+1 = y, Uk = u}

Assumption 4.2: 1) Q(y|x) ≥ ϵ > 0 for every x ∈ X
and y ∈ Y.

2) The transition kernel T (.|., u) is a mixing kernel (see
Definition 2.5) for every u ∈ U.

Lemma 4.1: [16] Under Assumption 4.2, there exists a
constant r < 1 such that

h(F (µ, y, u), F (ν, y, u)) ≤ rh(µ, ν) (21)

for every comparable µ, ν ∈ P(X) and for every u ∈ U and
y ∈ Y. Here r =

1−ϵ2uϵ
1+ϵ2uϵ

, ϵu is the mixing constant of the
kernel T (.|., u).

Theorem 4.4: [15] Under Assumption 4.2, there exists a
constant r < 1 and K such that

L̄N
TV ≤ rN−1K. (22)

Here, K = 2
log 3 suph(Z1, Z

∗
1 ) and r = supu∈U

1−ϵ2uϵ
1+ϵ2uϵ

.
Corollary 4.1: [15] Under Assumption 4.2, there exists a

constant r < 1 and K such that

Eγ̂

z−
0

[∣∣∣J̃N
β

(
ẑ0, ϕ̃

N
)
− J∗

β (ẑ0)
∣∣∣ | IN0 ]

≤ 2∥c∥∞
(1− β)2

rN−1K.

(23)

Here, K = 2
log 3 suph(Z1, Z

∗
1 ) and r = supu∈U

1−ϵ2uϵ
1+ϵ2uϵ

.
Remark 4.1: Among recent results, [9] provides an upper

error bound for finite window policies, under a persis-
tence of excitation of the optimal policy and minorization-
majorization assumptions, [9] demonstrates that, as N in-
creases, the error term converges to zero geometrically.
Unlike Assumption 4.2, a persistence of excitation of the

optimal policy requires that the optimal policy must be
strictly non-deterministic. We note also that the state space
in our setup is not necessarily finite.

Implementing the above is still tedious, though now nu-
merically possible. Can reinforcement learning be feasible?
Can we view the finite history as an approximate state to run
a learning algorithm? Would such an algorithm convergence,
and what would such a convergence operationally mean? We
address these questions, building on [43] and [42], in the
following section.

C. Robustness to Incorrect Models and Priors

To complete our analysis on existence, regularity, and
approximations, and before proceeding with reinforcement
learning, we also review recent results on robustness to
incorrect priors and models.

Suppose that we represent the cost of the model given in
(1)-(2) and cost criteria (4-5), so that the dependence on the
prior µ, transition kernel T , measurement channel Q, and
the stage-wise cost c is explicitly given as follows:

J∞(c, µ, T , Q, γ) := lim sup
N→∞

1

N
Eγ

µ [

N−1∑
k=0

c(Xk, Uk)], (24)

with the infimum

J∗
∞(c, µ, T , Q) = inf

γ∈Γ
J∞(c, µ, T , Q, γ)

or the discounted cost criterion (for some β ∈ (0, 1)

Jβ(c, µ, T , Q, γ) := Eγ
µ [

∞∑
k=0

βkc(Xk, Uk)], (25)

with the infimum being

J∗
β(c, µ, T , Q) = inf

γ∈Γ
Jβ(c, µ, T , Q, γ)

The robustness question involves the following.
Problem P1: Continuity of Optimal Cost under the
Convergence of Models. Let {µn, Tn, Qn, n ∈ N} be a
sequence of priors, transition kernels, and channels which
converges in some sense to another model (µ, T , Q) and
{cn, n ∈ N} be a sequence of stage-wise cost functions
corresponding to (µn, Tn, Qn) which converge in some sense
to another cost function c corresponding to (µ, T , Q). Does
that imply that

J∗
β(cn, µn, Tn, Qn) → J∗

β(c, µ, T , Q)?

Problem P2: Robustness to Incorrect Models. A problem
of major practical importance is robustness of an optimal
controller to modeling errors. Suppose that an optimal pol-
icy is constructed according to a model which is incor-
rect: how does the application of the control to the true
model affect the system performance and does the error
decrease to zero as the models become closer to each
other? In particular, suppose that γ∗

n is an optimal policy
designed for {cn, µn, Tn, Qn, n ∈ N}. Is it the case that
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if (cn, µn, Tn, Qn) converges in some appropriate sense to
(c, µ, T , Q), then

J∗
β(c, µ, T , Q, γ∗

n) → J∗
β(c, µ, T , Q).

The case where only µn → µ while the other parameter are
fixed is referred to as robustness to incorrect priors.

Problem P3: Empirical Consistency of Learned Prob-
abilistic Models and Data-Driven Stochastic Control.
Let (T (·|x, u), Q(·|x)) be the transition and measure-
ment kernels, which is unknown to the decision maker
(DM). Suppose the DM builds a model for these kernels,
(Tn(·|x, u), Qn(dy|x)), for all possible x ∈ X, u ∈ U by
collecting training data (e.g. from an evolving system). Do
we have that the optimal cost calculated under (Tn, Qn)
converges to the true cost (i.e., do we have that the cost
obtained from applying the optimal policy for the empirical
model converges to the true cost as the training length
increases)?

1) Robustness to incorrect priors: We refer the reader to
[39, Theorem 3.2] and with further refinements under filter
stability [48, Theorem 3.8] for discounted cost and [48],
Theorem 3.9] for average cost. These show that the problem
is robust to uncertainty in priors under total variation, and for
robustness under weak convergence, total variation continuity
of the channel as in 2.1(ii) is to be imposed. Further
regularity results are present in [39]. Under filter stability,
stronger robustness conditions are presented in [48].

2) Robustness to incorrect models: We refer the reader
to [40], [36], [35] for robustness to transition kernel, cost
functions (and which also apply to that in measurement chan-
nels); and to [75], [74] for the special case of convergence
of measurement channels. To present a flavour of results, we
state the following.

Assumption 4.3: (i) The sequence of transition ker-
nels Tn satisfies the following: {Tn(·|xn, un), n ∈
N} converges weakly to T (·|x, u) for any sequence
{xn, un} ⊂ X × U and x, u ∈ X × U such that
(xn, un) → (x, u) (this is referred to as continuous
weak convergence [40], [36], [35]).

(ii) The stochastic kernel T (·|x, u) is weakly continuous in
(x, u).

(iii) The sequence of stage-wise cost functions
cn satisfies the following: cn(xn, un)
→ c(x, u) for any sequence {xn, un} ⊂ X × U
and x, u ∈ X× U such that (xn, un) → (x, u).

(iv) The stage-wise cost function c(x, u) is non-negative,
bounded, and continuous on X× U.

(v) U is compact.
The following hold:

(a) Continuity and robustness do not hold in general under
weak convergence of kernels.

(b) Under Assumptions 4.3 and 2.1(ii), continuity and ro-
bustness hold.

(c) Continuity and robustness do not hold in general under
setwise convergence of the kernels.

(d) Continuity and robustness do not hold in general under
total variation convergence of the kernels.

(e) Continuity and robustness hold under continuous to-
tal variation convergence of the kernels (i.e. if
Tn(·|x, un) → T (·|x, u) in total variation for any un →
u and for any x).

The above has direct implications on data-driven learning
and empirical consistency, where empirical models are con-
structed via data, and empirical models converge weakly (and
under the W1 distance) almost surely ([20], Theorem 11.4.1),
but do not so under total variation unless density conditions
are present [17, Chapter 3]; see [40], [36], [35].

V. REINFORCEMENT LEARNING FOR POMDPS:
DISCOUNTED COST

A. A General Convergence Result for Asymptotically Er-
godic Processes

We summarize the following, building on [43]. Let {Ct}t
be R-valued, {St}t be S-valued and {Ut}t be U-valued three
stochastic processes. Consider the following iteration defined
for each (s, u) ∈ S× U pair

Qt+1(s, u) = (1− αt(s, u))Qt(s, u)

+ αt(s, u) (Ct + βVt(St+1)) (26)

where Vt(s) = minu∈U Qt(s, u), and αt(s, u) is a sequence
of constants also called the learning rates. Note also that we
overwrite the notation in this section by using Q for the Q
values which is different than the channel kernel Q(·|x).

Consider the following equation

Q∗(s, u) = C∗(s, u) + β
∑
s1∈S

V ∗(s1)P
∗(s1|s, u) (27)

for some functions Q∗, C∗, to be defined explicitly, and for
some regular conditional probability distribution P ∗(·|s, u),
where V ∗(u) := minu Q

∗(s, u).
An umbrella sufficient condition is the following:
Assumption 5.1: S,U are finite sets, and the joint process

(St+1, St, Ut, Ct) is asymptotically ergodic in the sense that
for the given initialization random variable S0, for any
measurable function f , we have that with probability one,

lim
N→∞

1

N

N−1∑
t=0

f(St+1, St, Ut, Ct)

=

∫
f(s1, s, u, c)ϕ(ds1, ds, du, dc)

for some measure ϕ such that the marginal on the second
and third coordinates ϕ(S×B ×R) > 0 for any non-empty
B ⊂ S× U.

We note that although we assume that the spaces S,U
are finite, we will continue using integral and differential
notation for consistency.

The above implies Assumption 5.2(ii)-(iii) below:
Assumption 5.2: i. αt(s, u) = 0 unless (St, Ut) =

(s, u). Furthermore,

αt(s, u) =
1

1 +
∑t

k=0 1{Sk=s,Uk=u}
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and with probability 1,
∑

t αt(s, u) = ∞.
ii. For Ct, we have∑t

k=0 Ck1{Sk=s,Uk=u}∑t
k=0 1{Sk=s,Uk=u}

→ C∗(s, u),

almost surely for some C∗.
iii. For the St process, we have, for any function f ,∑t

k=0 f(Sk+1)1{Sk=s,Uk=u}∑t
k=0 1{Sk=s,Uk=u}

→
∫

f(s1)P
∗(ds1|s, u)

almost surely for some P ∗.
Recently, [43] presented conditions for the convergence of

the iterates above:
Theorem 5.1: [43] Under Assumption 5.2, Qt(s, u) →

Q∗(s, u) almost surely for each (s, u) ∈ S × U pair where
Q∗ satisfies (27).

It turns out that (27) is the fixed point corresponding to
an approximate MDP, with implications for POMDPs noted
in the following (see also [43]).

B. Finite Window Memory POMDP with Uniform Geometric
Controlled Filter Stability

We will here assume that X is a compact subset of a Polish
space and that Y and U are finite sets.

Suppose that the controller keeps a finite window of the
most recent N observation and control action variables, and
perceives this as the state variable, which is in general non-
Markovian. That is we take

St = {Y[t−N,t], U[t−N,t−1]},

and Ct := c(Xt, Ut).
In this case, (St, Xt, Ut) form a controlled Markov chain,

even if (St, Ut) does not. We state the ergodicity assumption
formally next.

Assumption 5.3: (i) Under the exploration policy γ and
initialization, the controlled state and control action
joint process {Xt, Ut} is asymptotically ergodic in the
sense that for any measurable function f we have that

lim
N→∞

1

N

N−1∑
t=0

f(Xt, Ut) =

∫
f(x, u)ϕγ(dx, du)

for some ϕγ ∈ P(X × U). Furthermore, we have that
P (Yt = y|x) > 0 for every x ∈ X.

(ii) Assumption 5.1(i) holds with St =
{Y[t−N,t], U[t−N,t−1]}.

We note that a sufficient condition for the ergodicity
assumption, for every initialization of X0, would be positive
Harris recurrence under the exploration policy.

The question then is if the limit Q values correspond to
a meaningful control problem, and how ‘close’ this control
problem to the original POMDP. [42, Theorem 4.1] shows
that the limit Q values indeed correspond to an approximate
control problem, and notes the following bound:

Theorem 5.2: [42, Theorem 4.1] Under Assumption
5.3, the iterations in (26) converge with St =
{Y[t−N,t], U[t−N,t−1]} and Ct := c(Xt, Ut). Furthermore, if

we denote the policies constructed using these Q values by
γN , and apply these finite memory policies in the original
problem, we get the following error bound:

E
[
Jβ(π

−
N , T , γN )− J∗

β(π
−
N , T )|IN0

]
≤ 2∥c∥∞

(1− β)

∞∑
t=0

βtLN
t

where IN0 is the first N observation and control variables,
and the expectation is taken with respect to different real-
izations of IN0 under the initial distribution of the hidden
state π0 and the exploration policy γ. Furthermore, π−

N =
P (XN ∈ ·|IN0 ) where LN

t is given by (16) with the fixed
prior is the invariant measure on xt under the exploration
policy γ. In particular, we assume that the control starts after
observing at least N - time steps of history.

As noted earlier, LN
t is related to the filter stability

problem, see (20).

C. Quantized Approximations for Weak Feller POMDPs with
only Asymptotic Filter Stability

As noted earlier, any POMDP can be reduced to a com-
pletely observable Markov process ([76], [52]) (see (6)),
whose states are the posterior state distributions or beliefs of
the observer; that is, the state at time t is the filter variable

πt( · ) := P{Xt ∈ · |y0, . . . , yt, u0, . . . , ut−1} ∈ P(X).

Recall the kernel η (6) for the filter process. Now, by
combining the quantized Q-learning and the weak Feller
continuity results for the non-linear filter kernel ([23] [37]),
we can conclude that the setup in Section V-A and Section
IV-A is applicable though with a significantly more tedious
analysis involving ergodicity requirements. Additionally, one
needs to quantize probability measures. Accordingly, we take
St = g(πt) for some quantizer g : P(X) → P(X)M =:
{B1, B2, · · · , B|P(X)M |} with |P(X)M | < ∞, and Ct :=
c(Xt, Ut).

We state the ergodicity condition formally:
Assumption 5.4: Under the exploration policy γ and ini-

tialization, the controlled belief state and control action joint
process {πt, Ut} is asymptotically uniquely ergodic in the
sense that for any measurable function f we have that

lim
N→∞

1

N

N−1∑
t=0

f(πt) =

∫
f(π)ηγ(dπ)

for some ηγ ∈ P(P(X) × U) such that ηγ(B) > 0 for any
quantization bin B ⊂ P(X).

We refer to the set

Pη := {π : π ∈ Bi ⊂ P(X) : ηγ(Bi) > 0},

as the trained set of states; since these sets will be visited
infinitely often under the exploration policy.

The condition that ηγ(B) > 0 requires an analysis
tailored for each problem. For example, if the quantization
is performed as in [41] by clustering bins based on a finite
past window, then the condition is satisfied by requiring that
P (Yt = y|x) > 0 for every x ∈ X. If the clustering is done,
e.g. by quantization of the probability measures via first
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quantizing X and then quantizing the probability measures
on the finite set (see [57, Section 5]), then the initialization
could be done according to the invariant probability measure
corresponding to the hidden Markov source.

Unique ergodicity of the dynamics follows from results
in the literature, such as, [46, Theorem 2] and [67, Prop
2.1], which holds when the randomized control is mem-
oryless under mild conditions on the process notably, the
hidden variable is a uniquely ergodic Markov chain and
the measurement structure satisfies filter stability in total
variation in expectation (one can show that weak merging in
expectation also suffices); we refer the reader to [49, Figure
1] for mild conditions leading to filter stability in this sense,
which is related to stochastic observability in Definition
2.7 (see also [49, Definition II.1]). Notably, a uniform and
geometric controlled filter stability is not required even
though this would be sufficient. Therefore, due to the weak
Feller property of controlled non-linear filters, we can apply
the Q-learning algorithm to also belief-based models to arrive
at near optimal control policies. Nonetheless, since positive
Harris recurrence cannot typically be assumed for the filter
process, the initial state may not be arbitrary. If the invariant
measure under the exploration policy is the initial state, [67,
Prop 2.1] implies that the time averages will converge as
imposed in Assumption 5.2. A sufficient condition for unique
ergodicity then is the following.

Assumption 5.5: Under the exploration policy γ the hid-
den process {Xt} is uniquely ergodic (with measure ζ) and
the measurement dynamics are so that the filter is stable in
expectation under weak convergence.

Theorem 5.3: Suppose that Assumption 4.1 holds such
that αηβ < 1.
(a) Suppose that under the exploration policy and initializa-

tion, the controlled filter process satisfies Assumption
5.4 and 5.2(i) with St = g(πt), and Ct = c(Xt, Ut).
Then, the Qt iterates converge almost surely.

(b) Let π0 ∼ κ ≪ ϕ or π0 ∈ supp(ϕ) and under ηγ

the boundary sets of the bins have measure zero. Then,
the policy constructed using the limit Q values, say γ̂,
applied to the true model leads to the following bound:

J∗
β(π0, γ̂)− J∗

β(π0) ≤
2αc

(1− β)2(1− βαη)
L̄.

where

L̄ := sup
π∈supp(ηγ),π∈Bi:ηγ(Bi)>0

W1 (π, g(π)) .

(c) For asymptotic convergence (without a rate of conver-
gence) to optimality as the quantization rate goes to ∞
(i.e., L̄ → 0), only weak Feller property of η is sufficient
for the the algorithm to be near optimal.

A sufficient condition for the assumptions of (a) and (b)
above is that for exploration (i) π0 ∼ κ ≪ ϕ, or (ii)
π0 = ζ where ζ is the invariant measure for the hidden state
process under exploration and that under ηγ the boundary
sets of the bins have measure zero, or (iii) there exists
π ∈ P(X) such that for all π0, P (inf{k > 0 : πk = π} <

∞) = 1. For further discussion on the initialization for the
algorithm during implementation, please see [12, Lemma 6
and Corollary 2].

Remark 5.1: We now present a comparison between the
two approaches above: filter quantization vs. finite window
based learning:

(i) For the filter quantization, we only need unique ergod-
icity of the filter process under the exploration policy
for which asymptotic filter stability in expectation in
weak or total variation is sufficient. The running cost
can start immediately without waiting for a window
of measurements. On the other hand, the controller
must run the filter and quantize it in each iteration
while running the Q-learning algorithm; accordingly
the controller must know the model. Additionally, the
initialization cannot be arbitrary (e.g. the initialization
for the filter may be the invariant measure under the
exploration policy): As noted earlier, one needs to
ensure that the set of bin-action pairs which are visited
infinitely often during exploration is so that an optimal
policy is learned (visited infinitely often), and when
this optimal policy (learned via the convergence of
Q-learning) is implemented, the closed-loop process
always remains in this set; see [43] and [12, Lemma
6 and Corollary 2].

(ii) For the finite window approach, a uniform convergence
of filter stability, via LN

t , is needed and it does not
appear that only asymptotic filter stability can suffice.
On the other hand, this is a universal algorithm in
that the controller does not need to know the model.
Furthermore, the initialization satisfaction holds under
explicit conditions; notably if the hidden process is
positive Harris recurrent, the ergodicity condition holds
for every initialization; both the convergence of the
algorithm as well as its implementation will always be
well-defined.

For each setup, however, we have explicit and testable
conditions.

VI. THE AVERAGE COST CASE

Approximations and learning for POMDPs under the
average cost criterion is significantly more challenging. In
the classical MDP theory, the approaches primarily require
strong ergodicity or minorization conditions which are not
suitable for the belief-MDP. Several papers [51], [25], [53],
[31] have studied the average-cost control problem under
the assumption that the state space is finite; they provide
reachability type conditions for the belief kernels. Reference
[6] considers the finite model setup and [65] considers the
case with finite-dimensional real-valued state spaces under
several technical conditions on the controlled state process
and [62] considers several conditions directly on the filter
process leading to an equi-continuity condition on the rela-
tive discounted value functions. One could adopt techniques
suitable for the average cost without needing minorization
conditions, see [14].
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Average Cost via Near Optimality of Discounted Cost
Policies. Building on [14], consider the following two condi-
tions: (i) There exists a solution to the average cost optimality
equation as in (13), and (ii) that this solution is obtained via
the vanishing discount method. Under these conditions, it
follows that (see [12, Theorems 1 and 2] and [73, Theorem
7.3.6]) a near optimal policy for the discounted cost problem
is also near optimal for the average cost problem.

Theorem 3.2(i) implies these conditions simultaneously.
Consequently:
(i) Accordingly, under Assumption 2.3, with K2 =

αD(3−2δ(Q))
2 < 1, by Theorem 3.2(i), a learning method

would be to approximate the Q-learning algorithm by
its classical discounted version by taking β sufficiently
large. Therefore, the methods available for discounted
cost also apply to the average cost problem for near
optimality. For details, please see [14].

(ii) Another implication of Theorem 3.2(i) is that, gen-
eralizing [71], one can conclude that finite window
policies are near optimal for average cost problems
under controlled filter stability conditions.

(iii) A further byproduct of this approach is the complete
robustness to incorrect initializations for POMDPs in
average cost problems, as reported in [14, Corollary
3.1], connecting [48, Theorem 3.9] with Theorem 3.2(i).

VII. CONCLUSION

In this article a general review on partially observable
Markov Decision Processes has been presented. The focus
has been on regularity (including continuity and filter stabil-
ity) and associated existence results, approximate optimality
via finite approximations or finite memory policies, and a
rigorous analysis on reinforcement learning to near optimal-
ity.
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