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Abstract— In this paper, a robust control solution for a
satellite equipped with a robotic manipulator is presented.
First, the dynamical model of the system is derived based on
quaternions to describe the evolution of the attitude of the base
satellite. Then, a non-singular terminal sliding mode controller
that employs quaternions for attitude control, is proposed for
concurrently handling all the degrees of freedom of the system.
Moreover, an additional adaptive term is embedded in the
controller to estimate the upper bounds of disturbances and
uncertainties. The result is a resilient solution able to withstand
unmodelled dynamics and interactions. Lyapunov theory is used
to prove the stability of the controller and numerical simulations
allow assessing performance and fuel efficiency.

I. INTRODUCTION

Satellites equipped with manipulators will play a primary
role in the future of space activities: their use is envisaged
for a wide range of operations that can be categorized as on-
orbit servicing, active debris removal, and on-orbit assembly
and manufacturing [1]. The last two kinds of missions
are particularly challenging due to the presence of a large
degree of uncertainty, linked to the effects of an unknown or
partially known grasped object.

To control a system in presence of uncertainties, two
popular approaches are adaptive control and robust control.
In the former, the parameters of the controller are tuned
during operations, while in the latter the presence of dis-
turbances is explicitly taken into account in the control
design [2]. In [3] an adaptive controller is proposed for a
space manipulator to better deal with the vibrations gen-
erated by the elasticity resulting from the motors and the
disturbances related to their non-linear frictions. Instead,
[4] proposes an adaptive control solution that is able to
compensate for the angular momentum accumulated by the
Reaction Wheels (RWs) actuators. In general, the stability
and performances of adaptive controllers are strictly related
to those of the observer and the employed model. Indeed,
unmodelled dynamics and disturbances can affect the be-
havior of the controller and compromise its performance.
In terms of robust control techniques, there are two main
approaches: H∞ control and Sliding Mode Control (SMC).
The first one is particularly popular in the linear case since
it is supported by powerful theoretical results and allows
to evaluate analytically the controlled system robustness
and stability. However, in its non-linear formulation such
advantages are lost and tuning is generally performed by
resorting to trial-and-error approaches. As an example in
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this direction, an H∞ controller for a space manipulator is
developed in [5] for a free-floating scenario. Non-linear SMC
has been also considered for controlling space manipulators.
However, problems related to excessive control effort and
oscillations around the reference values and singularity issues
concerning either the definition of the sliding surface or of
the system model representation itself may arise and need
to be addressed with particular attention. In this respect,
some noteworthy works are reported next. While in [6] the
general problem of convergence and sliding surface non-
singularity is discussed, in [7] a non-singular terminal SMC
(NTSMC) is developed specifically for trajectory tracking of
space manipulators. In [8] a NTSMC controller is coupled
with a radial basis function neural network to estimate part of
the unmodeled dynamics. An integral SMC is designed in [9]
to control a space manipulator in presence of disturbances
and possible faults. In both these solutions, the switching
gains of the sliding controllers are adapted using an estimate
of the uncertainties norm upper-bound in order to mitigate
the oscillations around the reference. Differently, fuzzy logic
is considered for such purpose in [10] and in [11], where, in
the latter, tuning is obtained via reinforcement learning.

Despite this effort, to the best of the authors’ knowledge,
none of the SMC-based controllers for space manipulators
explicitly considers model issues by adopting a singularity-
free attitude representation (e.g. unit quaternions) for the base
satellite (BS), which, instead, could potentially lead to unfea-
sible control inputs and to instability during error correction.
To fill this gap, a novel quaternion-based NTSMC controller
is proposed in this work, for the concurrent control of all
the degrees of freedom of the free-flying space manipulator.
Specifically, two main contributions can be highlighted:
i) A novel sliding variable is considered that employs the
quaternion algebra to describe the attitude error of the BS.
The designed sliding variable is able to capture the S3 topol-
ogy and address the unwinding phenomenon associated with
the quaternion double coverage. Inspired by [12], continuity
on the attitude control input is obtained by introducing a
discontinuity in the sliding variable. Indeed, the shortest path
to the desired orientation is always selected by the controller.
The resulting control system does not suffer from any model
singularities and it can improve efficiency, especially for
large orientation corrections.
ii) An adaptive strategy is proposed to estimate an upper-
bound of the uncertainties affecting the space manipulator:
it extends the approach of [8] by handling each degree of
freedom of the system independently and considering a state
dependent upper-bound based on the system velocities.
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II. ASSUMPTIONS AND NOTATION

In this work, a BS equipped with a robotic arm is consid-
ered: the joints are assumed to be revolute and the flexibility
of the system elements is supposed to be negligible. Hence,
the system can be modeled as a chain of n+1 rigid bodies,
where n is the number of arm links. In this work a proximity
operation scenario is evaluated. The target object, which
is used as reference point, is supposed to be fixed in the
inertial frame. This assumption is not too simplistic when
considering close proximity operations that are much shorter
than the orbital periods of the two bodies [1]. In addition,
no orbital or environmental disturbances are considered since
they are deemed to be considerably smaller than those related
to the dynamics of the actuators during such a time span.

The considered frames are: an inertial frame I, a body
frame B rotating together with the satellite body and located
at its Center of Mass (CoM), a frame J attached to the jth

link of the robotic arm and placed at its CoM. The position
vector of frame K w.r.t. to the M one expressed in frame O
coordinates is represented with the symbol po

mk ∈ R3; if the
superscript or one of the subscripts are omitted, the vector
is considered to be expressed in I coordinates or originated
from such frame respectively. This notation applies also to
linear and angular velocity vectors. The generic rotation
matrix describing the orientation of M w.r.t. K is represented
with the symbol Rkm ∈ SO(3); again, the first frame is
omitted if it coincides with I. The same subscript notation
is used for unit quaternions qkm = [ηkm ϵTkm]T ∈ S3,
where η and ϵ are its scalar and vectorial part respectively.
The Hamiltonian product is represented with the symbol
⊗. A generic force or torque applied at the origin of M
and represented w.r.t. O is symbolized with fo

m ∈ R3 or
τ o
m ∈ R3 respectively; the superscript is not specified in the

inertial frame case. The mass of the BS and that of the jth

manipulator body are mb and mj respectively, whereas their
inertia w.r.t. I are denoted with Ib and Ij respectively. The
angular positions of arm joints are symbolized with q ∈ Rn

and their torques are represented with τ ∈ Rn. In general,
if the subscript d is added to a variable it symbolizes that
such quantity is the desired reference value. The identity and
zero matrices are E and 0 respectively, the skew symmetric
matrix operator is symbolized by [·]× ∈ R3×3 and the
diagonal one by diag(·). The α ∈ R power of a vector
v = [v1, . . . , vn]

⊤ ∈ Rn is defined component-wise as
follows: vα = [|v1|αsgn(v1), . . . , |vn|αsgn(vn)]

⊤. Finally,
the Euclidean norm is represented with the symbol ∥·∥.

III. DYNAMICAL MODEL

The system dynamics based on quaternions can be derived
using the Lagrangian approach (see [1], [13] and references
within for more details). Under the assumptions above, the
potential energy V of the system is zero and only the kinetic
energy term K appears in the Lagrangian L = K − V:

L = K =
1

2
ẋT

 Mt Mtr Mtm

MT
tr Mr Mrm

MT
tm MT

rm Mm

 ẋ =
1

2
ẋTMẋ (1)

where, ẋ = [vT
b ,ω

T
b , q̇

T ]T ∈ R6+n and M = M(qb, q) ∈
R(6+n)×(6+n). According to the notation above, vb and ωb
are linear and angular velocities of the BS w.r.t. the inertial
frame, and q̇ velocity vector of the arm joints. Specifically:

Mt = mtotE ∈ R3×3 (2a)

Mtr =

n∑
j=1

[pbj ]×mj ∈ R3×3 (2b)

Mr = Ib +

n∑
j=1

(Ij −mj [pbj ]×[pbj ]×) ∈ R3×3 (2c)

Mtm =

n∑
j=1

miJvj ∈ R3×n (2d)

Mrm =

n∑
j=1

(
mjJωj +mj [pbj ]×Jvj

)
∈ R3×n (2e)

Mm =

n∑
j=1

(
JT
ωj

IjJωj +mjJ
T
vj
Jvj

)
∈ Rn×n (2f)

with mtot being the total mass of space manipulator and
Jvj (q) ∈ R3×n and Jωj (q) ∈ R3×n the robotic arm linear
and angular velocity Jacobians. However, it is not possible
to use x as generalized coordinate vector since the integral
of the angular velocity does not have physical meaning. To
overcome this issue, it is possible to consider a change of
variable and to describe the BS angular velocity ωb in terms
of quaternion derivative q̇b, as:

ωb = 2
[
−ϵb ηbE + [ϵb]×

]
q̇b = 2G(qb)q̇b (3)

where G(qb) ∈ R3×4. Hence, using (3) we can rewrite ẋ as
function of the BS attitude quaternion derivative:

ẋ =

E 0 0
0 2G(qb) 0
0 0 E

vb

q̇b
q̇

 = H(qb) ˙̃x (4)

where H(qb) ∈ R(6+n)×(7+n) and ˙̃x ∈ R7+n. Substitut-
ing (4) inside (1) allows to obtain a description of the kinetic
energy based on ˙̃x = [vT

b , q̇
T
b , q̇

T ]T ∈ R7+n, the integral of
which is well defined from a physical point of view, and
therefore it can be used as a generalized coordinates vector:
x̃ = [pT

b , q
T
b , q

T ]T ∈ R7+n. Clearly, such vector will make
sense only if the values of qb are chosen in S3. The kinetic
energy equation in this new formulation becomes:

K =
1

2
˙̃xTHT (qb)M(qb, q)H(qb) ˙̃x =

1

2
˙̃xTM̃(x̃) ˙̃x (5)

where M̃(x̃) ∈ R(7+n)×(7+n). Applying the Lagrangian
method on (5) allows to find the system dynamical model:

M̃(x̃)¨̃x+ C̃( ˙̃x, x̃) = F̃ (6)

where the vector ¨̃x = [aT
b , q̈

T
b , q̈

T ]T ∈ R7+n stacks the
BS linear and quaternion accelerations w.r.t. the I frame
and the ones of arm joints; M̃(x̃) and C̃( ˙̃x, x̃) ∈ R(7+n)

are the inertia and Coriolis/Centrifugal matrices respectively
and F̃ ∈ R7+n is the generalized forces vector. Usually
generalized forces and accelerations are expressed in terms
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of F = [fT
b , τT

b , τT ]T ∈ R6+n and ẍ = [aT
b , ω̇

T
b , q̈

T ]T ∈
R6+n respectively. The relation between F̃ and F is:

F̃ = HT (qb)F (7)

and that between ¨̃x and ẍ is:

¨̃x =

E 0 0
0 0.5G(qb)

T 0
0 0 E

 ẍ+

 0

Ġ(q̇b)
TG(qb)q̇b
0

 (8)

Using (7) and (8) inside (6), and exploiting the relation
G(qb)G

T (qb) = E, it follows:

M(x̃)ẍ+C(ẋ, x̃) = F (9)

where M(x̃) is that of (1) and C(ẋ, x̃) embeds the term
Q(q̇b, qb). F is consists of one component associated with
the actuated control inputs uc ∈ R6+n and another related
to unmodeled disturbances d ∈ R6+n.

IV. NON SINGULAR TERMINAL SMC

The SMC rationale is to confine the closed loop dynamics
to a subspace of the state space, called sliding surface, with
interesting convergence properties. In the case of NTSMC,
the selected subspace endows the system of finite time
convergence capability and does not present any singularities.

A. Sliding surface for translational and arm joints dynamics

The following non singular terminal sliding surface is
considered for controlling the translational dynamics of the
BS and the one of the joints of the manipulator:

s1 = Γ−1
1 ė

q
p + e (10)

where e =

[
pb − pb,d

q − qd

]
∈ R3+n, ė =

[
vb − vb,d

q̇ − q̇d

]
∈ R3+n,

p and q are positive odd integers that satisfy the relation
1 < q/p < 2 and Γ1 ∈ R(3+n)×(3+n) is a diagonal positive
definite matrix. To ease the notation the tracking errors are
expressed w.r.t. the I and the reference quantities are marked
by the additional subscript d .

Theorem 1. Assuming the manifold of the sliding surface
S1 = {(e, ė) s.t. s1(e, ė) = 0} to be invariant, then the ith

component of the error ei converges to zero in finite time.
Proof. The assumption on S1 invariance translates into

the constraint s1 = 0, ∀t > tr1 , where tr1 is the instant
when the sliding surface is reached. Substituting this in (10)
allows finding the error dynamics when the sliding mode is
enforced. The ith component of the error e evolves as:

ėi = −Γ
p
q

i e
p
q

i (11)

Solving (11) leads to an explicit formulation of the ith

component error convergence time:

tis1 =
1

Γ
p
q

i

∫ 0

ei(tr1 )

dei

e
p
q

i

=
|ei(tr1)|

1− p
q

Γ
p
q

i (1−
p
q )

(12)

which is clearly finite.

The time derivative of s1, which will be used later on in
the stability analysis of the controller, is:

ṡ1=Γ−1 q

p
diag

(
ė

q
p−1
)
ë+ė with ë=

[
ab−ab,d

q̈−q̈d

]
. (13)

B. Sliding surface for rotational dynamics
The sliding surface used to control the rotation of the BS

has a structure similar to (10), with different error quantities:

s2 = Γ−1
2 (ωb,e)

q
p + sgn+(ηb,e)ϵb,e (14)

where ωb,e = ωb−ωb,d ∈ R3, the function sgn+(·) assumes
the value −1 for the components of the input vector that are
negative and +1 for the others, and qb,e = [ηb,e, ϵ

T
b,e]

T =

qb ⊗ q−1
b,d ∈ S3. In addition, p and q are the same positive

odd integers considered for s1, and Γ2 = γ2E ∈ R3×3. The
term sgn+(·) is added to prevent the unwinding phenomenon
related to dual coverage property of unit quaternions so that
the shortest rotation is always selected [12].

Lemma 1. [8] Consider a system of the form ẋ = f(x)
with state x ∈ Rn s.t. f(0) = 0 that has a unique solution
in forwarding time for all initial conditions. If there exist a
Lyapunov function V (x) and two positive constants λ and
α ∈ (0, 1) such that V̇ (x) ≤ −λV α(x) then x can be
stabilized to the origin in finite time. Also, given the initial
state x0, the settling time results to be:

T ≤ V (x0)
1−α

λ(1− α)
(15)

Lemma 2. [14] For any set of real numbers xi ∈ R and
positive constant p ∈ (0, 1] the following inequality holds:

n∑
i=1

|xi|1+p ≥

(
n∑

i=1

|xi|2
) 1+p

2

(16)

Theorem 2. Assuming the manifold of the sliding surface
S2 = {(ωb,e, ϵb,e) s.t. s2(ωb,e, ϵb,e) = 0} to be invariant,
then the error quaternion converges to the identity quater-
nion in finite time.

Proof. The invariance of S2 translates into the constraint
s2 = 0, ∀t > tr2 , where tr2 is when the sliding surface
is reached. The error convergence time can be found by
employing the following Lyapunov function:

V (ϵb,e) = ϵTb,eϵb,e (17)

Taking the time derivative of (17) and using (14) together
with the constraint s2 = 0, by Lemma 2 and the equality
ϵ̇b,e = 0.5(ηb,eωb,e − [ϵb,e]× ωb,e), we obtain:

V̇ (ϵb,e) = ηb,eω
T
b,eϵb,e = −ηb,esgn+(ηb,e)γ

p
q

2

(
ϵTb,e
) p

q ϵb,e

≤ γ
p
q

2 min(|ηb,e|)V (ϵb,e)
1+

p
q

2

(18)

Once the sliding mode is enforced, according to Lemma 1,
the error quaternion converges to (±1,0) in finite time:

ts2 ≤ V (ϵb,e(tr2))
1− p

q

γ
p
q

2 min(|ηb,e|)
(
1− p

q

) (19)
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If min(|ηb,e|) = 0, i.e. if ∥ϵb,e∥2 = 1, using (14) it follows
that ϵ̇b,e > 0 and hence ηb,e instantly moves away from such
condition.

As before, the sliding surface derivative is computed as:

ṡ2 = Γ−1
2

q

p
diag

(
ω

q
p−1

b,e

)
ω̇b,e + sgn+(ηb,e)ϵ̇b,e (20)

It is to note that (20) is not defined for ηb,e = 0: however, in
this case, the controller proposed in next section generates a
control input different than zero that moves the system.

C. Control design

Rearranging (9), it is possible to describe the accelerations
of the system in terms of control inputs and disturbances:

ẍ = −M−1(x̃)C(ẋ, x̃) +M−1(x̃)(uc + d) (21)

where matrix M(x̃) is always invertible for physically con-
sistent inertial parameters. Unfortunately, though, in a real
world scenario matrices M(x̃) and C(ẋ, x̃) are uncertain.
Indeed, due to the capture of an unknown target or unmod-
eled behaviors (e.g. wear, actuator dynamics, fuel sloshing,
frictions), it is not possible to perfectly know the system’s
parameters. The issue can be addressed by splitting M(x̃)
and C(ẋ, x̃) into modeled and unmodeled components,
labeled with subscripts 0 and subscript ∆ respectively:

M(x̃) = M0(x̃) +M∆(x̃) (22a)
C(ẋ, x̃) = C0(ẋ, x̃) +C∆(ẋ, x̃) (22b)

Combining (21)-(22), and introducing δ ∈ R6+n to collect
all external disturbances and unmodeled dynamics we get:

ẍ = −M−1
0 (x̃)C0(ẋ, x̃) +M−1

0 (x̃)uc + δ (23)

Assumption 1. Each element δi of vector δ, which groups
all uncertainties, can be strictly upper-bounded by a positive
function of the velocity measurements [9].

|δi| < (γ1i + γ2i ∥ẋ∥
2
) < kδi(1 + ∥ẋ∥2) (24)

where γ1i and γ2i ∈ [1, . . . , 6 + n] are positive constants
and kδi = max{γ1i , γ2i}.

To jointly control all the degrees of freedom of the space
manipulator, the two sliding surfaces s1 and s2 are combined
in a single vector s, reordered to match the structure of the
generalized acceleration vector ẍ = [aT

b , ω̇
T
b , q̈

T ]T :

s =

E3×3 0 0
0 0 E3×3

0 En×n 0

[s1
s2

]
= P

[
s1
s2

]
(25)

where s ∈ R6+n is the sliding surface of the entire
system and P ∈ R(6+n)×(6+n). Moreover, the chattering
phenomenon is here tackled through the boundary layer
thickness method [12], and, to this aim, s is replaced with

∆s = s− Φ sat
( s
Φ

)
(26)

where Φ is a positive constant and the sat(·) function bounds
each component of its input vector between ±1. The result is

that ith component of ∆s goes to zero if the corresponding
term of s is lower than Φ. In addition, the switching term of
the controller, which confers robustness against disturbances
and unmodelled aspects, is based on the sat(·) function
defined above and not on the classical sgn(·) one. Clearly,
from (26) it is easy to see that if |si| ≥ Φ ∀i ∈ [1, . . . , 6+n]
then ∆̇s = ṡ and Φsat(s/Φ) = sgn(∆s). The basic idea
underneath this technique is to consider the sliding mode to
be enforced in a hypercylinder of radius Φ from the actual
sliding surface and to modulate the switching term inside this
hyperspace proportionally to the distance from the surface
itself. By doing so, the controller becomes less aggressive
when close to the sliding surface preventing the high fre-
quency control switching typical of the chattering problem.
In summary, the proposed controller has the structure:

uc = u1 + u2 + u3 (27)
with:

u1=M0(x̃)

ab,d

ω̇b,d

q̈d

+C(x̃, ẋ) (28a)

u2=−p

q
M0(x̃)P


Γ1ė

2− q
p

sgn+(ηb,e)Γ2 diag

 ω

q
p
−1

b,e

ω

2q
p

−2

b,e

 ϵ̇b,e

 (28b)

u3=−M0(x̃)
(
K̂δ Φ sat (s/Φ) (1 + ∥ẋ∥2)

+
ξ

∥ξ∥2
K1 ∥∆s∥2

p1
q1 +K2 ∆s

p2
q2

) (28c)

where

ξ = diag

(
P

[
Γ−1
1 ė

q
p−1

Γ−1
2 ω

q
p−1

b,e

])
∆s

and p1 and q1 are positive integers whose ratio is 1 < q1
p1

< 2,
p2 and q2 are positive odd integers that satisfy p2 < q2,
K1 ∈ R(3+n)×(3+n) and K2 ∈ R3×3 are positive definite
diagonal matrices. The ratio inside the diagonal operator in
(28b) is performed component-wise, and the elements of the
denominator are also lower-bounded at Φ in order to prevent
excessive control efforts. The last element to define is the
adaptive matrix K̂δ ∈ R(6+n)×(6+n), namely the estimate
of the diagonal matrix Kδ whose ith element corresponds
to kδi defined above. The adaptive law for K̂δ is:

˙̂
Kδ=ϕ diag

(
P

[
Γ−1
1 ė

q
p−1

Γ−1
2 ω

q
p−1

b,e

])
diag(|∆s|)(1 + ∥ẋ∥2) (29)

where ϕ is a positive constant.
The first controller term u1 consists in a feed-forward

action; the second, u2, is required to create the sliding
surface ∆s and the sgn+(·) discontinuity compensates that
of (14) to provide closed-loop smoothness [12]; the last term
u3 is used to boost the convergence to the sliding surface
and to deal with uncertainties.

Theorem 3. Consider the space manipulator system
model (9). Under Assumption 1, the controller (27) is able
to guarantee finite time convergence of the tracking error e
to zero and orientation error quaternion qb,e to the identity
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one. In addition, also the estimation error K̃δ = Kδ − K̂δ

of the adaptive terms converges asymptotically to zero.
Proof. Firstly, the asymptotic convergence of the sliding

surface ∆s is proven by evaluating the Lyapunov function:

V =
∆sT∆s

2
+

q

2p
ϕ−1

n∑
i=1

γ−1
i k̃2δi (30)

where k̃δi and γ−1
i are the ith diagonal element of matrices

K̃δ and P diag(Γ−1
1 Γ−1

2 ) respectively. Under the assump-
tion that Kδ does not change with time or it changes
slowly with respect to the system dynamics, it holds that
˙̃
kδi = − ˙̂

kδi . Taking the derivative of (30), we obtain:

V̇ = ∆sT ∆̇s
T − q

p
ϕ−1

n∑
i=1

γ−1
i k̃δi

˙̂
kδi (31)

Substituting (13), (20), and (29) inside (31) leads to:

V̇ =
q

p
ξT

ab − ab,d

ω̇b − ω̇b,d

q̈ − q̈d

+∆sT

 vb − vb,d

sgn+(ηb,e)ϵ̇b,e
q̇ − q̇d


− q

p

n∑
i=1

ξik̃δi sgn(∆si)(1 + ∥ẋ∥2)

(32)

where ξi and ∆si are the ith element of vectors ξ and ∆s
respectively. Using the dynamical model of the system (23)
and the controller (27) inside (32) yields to:

V̇ ≤ − q

p

n∑
i=1

ξisgn(∆si)︸ ︷︷ ︸
≥0

(
kδi(1 + ∥ẋ∥2)− |δi|

)
︸ ︷︷ ︸

>0

≤ 0 (33)

where in the last row Assumption 1 and kδi = k̂δi + k̃δi
are used and the inequality holds strict if ∆si is different
than zero. The main calculations necessary to derive the
inequality (33) are reported at the bottom of this page. The
second step is to discuss the finite time convergence of ∆s:
this is done by evaluating the following Lyapunov function:

V = ∆sT∆s/2 (34)

Following a procedure similar to the one just used for the
Lyapunov function (30) it is easy to prove that:

V̇ ≤ −q

p
K1 ∥∆s∥2

p1
q1

− q

p

n∑
i=1

ξi sgn(∆si)
(
k̂δi(1 + ∥ẋ∥2)− |δi|

) (35)

if k̂i(1 + ∥ẋ∥2) ≥ δi ∀i ∈ [1, . . . , 6 + n] then it holds:

V̇ ≤ −q

p
K12

p1
q1

[(
∥∆s∥√

2

)2
] p1

q1

= −q

p
K12

p1
q1 V

p1
q1 (36)

Now, applying Lemma 1, it is possible to conclude that the
time tr needed to reach the sliding surface ∆s = 0 is:

tr =
q1

2
p1
q1 (q1 − p1)K1

q
p

(
∥∆s(0)∥√

2

) q1−p1
q1

(37)

This fact alongside the finite time convergence of the errors
when the sliding mode is enforced concludes the proof.

V. SIMULATION AND DISCUSSION

The effectiveness of the proposed quaternion based con-
trol solution is analyzed through a hundred Monte Carlo
(MC) simulations: for each MC run, a random misalignment
for the BS w.r.t. the reference trajectory is selected, by
choosing three values in the interval ± 4

5π[rad] for the xyz
Euler Angle triplet describing the (high) alignment error.
The characteristics of the considered space manipulator are
defined according to those of previously accomplished space
missions. Performance comparisons are made w.r.t the recent
NTSMC controller in [8], which is based on Euler Angles,
and controllers are tuned so that they perform similarly in
terms of tracking error performances (Tab. I).

The geodesic path between two points on a sphere, i.e.
the shortest curve connecting the two, is the intersection
of a plane passing through its center and connecting the
two points. The rotation moving one point onto the other
along the geodesic can be represented using the axis-angle
convention: in such a case, the axis coincides with the
unitary vector normal to the above-mentioned plane that
passes through the center of the sphere. Therefore, during

TABLE I: Controllers Parameters

Controllers Parameters

prop. NTSMC

p = 9, q = 11, p1 = 5, q1 = 9, p2 = 7, p2 = 9,
Γ1 = 0.1E, Γ2 = 0.1E, K1 = 10−2E,

K2 = diag(0.1 11×8, 0.2 11×2, 0.6 11×4)

Φ = 10−3, K̂δ(0) = 10−4, ϕ = 10−3

NTSMC [8]

p = 9, q = 11, p2 = 5, q2 = 9, p3 = 7, p3 = 9,
β1 = 0.1E, k0 = 10−4, k1 = 10−3,

K2 = diag(0.1 11×8, 0.2 11×2, 0.6 11×4)

θ = 10−3, c0 = 10−3

V̇ =
q

p
ξT

−M−1
0 (x̃)C0(ẋ, x̃) +M−1

0 (x̃)uc + δ −

ab,d

ω̇b,d

q̈d

+∆sT

 vb − vb,d

sgn+(ηb,e)ϵ̇b,e
q̇ − q̇d

− q

p

n∑
i=1

ξik̃δi sgn(∆si)(1 + ∥ẋ∥2)

=
q

p
ξT δ − q

p
ξT K̂δsgn (∆s) (1 + ∥ẋ∥2)−K1 ∥∆s∥2

p1
q1︸ ︷︷ ︸

≥0

− q

p
ξTK2 ∆s

p2
q2︸ ︷︷ ︸

≥0

− q

p

n∑
i=1

ξik̃δi sgn(∆si)(1 + ∥ẋ∥2)

≤ q

p
ξT δ −

(
q

p
ξT K̂δsgn (∆s) +

q

p

n∑
i=1

ξik̃δi sgn(∆si)

)
(1 + ∥ẋ∥2) ≤ − q

p

n∑
i=1

ξi sgn(∆si)︸ ︷︷ ︸
≥0

(
(k̂δi + k̃δi)(1 + ∥ẋ∥2)− |δi|

)
︸ ︷︷ ︸

>0

≤ 0
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(a) MC campaign (b) Single MC run (c) Single MC run

Fig. 1: Proposed NTSMC vs NTSMC [8] controllers. (a) Euclidean distances of the controllers instantaneous rotation axes w.r.t. that associated with the
geodesic rotation during each MC run. (b) Evolution of the vector part of the error quaternion to zero. (c) BS attitude error and control torque norms.

the regulation task, the closer the instantaneous axis of
rotation is to the axis associated with the geodesic, the
closer the followed path is to the shortest one. The Euclidean
distance of each controller instantaneous rotation axis w.r.t.
that associated with the geodesic for the MC campaign is
reported in Fig. 1a. Clearly, the proposed solution performs
better, staying closer to the shortest rotation.

Analyzing now a single MC run, it is possible to assess
the performance of the controllers under comparison more in-
depth. Given the axis-angle parametization of the orientation
error, the vector part of the quaternion error ϵb,e can be
interpreted as the path of the rotation axis scaled by half the
sine of the rotation angle. In summary, it gives an indication
on the rotation direction and its magnitude. Indeed, looking
at ϵb,e, shown in Fig. 1b, it can be noticed that in the case
of the proposed controller such error practically maintains
its direction and scales its magnitude only: this means that
the rotation axis is kept almost the same during the attitude
regulation. Also, it results to stay closer to the geodesic.
Finally, from Fig. 1c, it is clear that even if the convergence
time of the attitude error norm is almost the same, the integral
of torque norm required for the attitude correction is much
lower when using the quaternion-based solution, and this
results in better fuel efficiency. On average across the MC
campaign, the integral of torque norm is reduced by 62.78%.
Such an improvement can be linked to the fact that the
proposed controller better captures the topology of S3.

Additional comparative simulations with the solution in
[8] and a MC analysis are reported in the arXiv version
of this work1 showing the robustness of the approach w.r.t.
respectively large or singular angular displacements, and dis-
turbances in the estimation/measurement of the manipulated
mass and moment of inertia: in all cases bounded orientation
errors are converging to zero with the proposed NTSMC.

VI. CONCLUSION

In this work, a dynamical model for a space manipulator is
derived using Lagrangian formalism. Then an NTSMC based
on quaternions is proposed to control the system. Chattering
problems are mitigated with a boundary layer thickness

1arXiv link - http://arxiv.org/abs/2305.15007

approach and an adaptive estimation of the disturbances and
uncertainty components upper-bounds is proposed.

The stability and nominal performance of the designed
controller are first theoretically proven using Lyapunov the-
ory, and then assessed in terms of efficiency and effective
fuel consumption with an MC simulative approach.
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