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Abstract—Uniform preservation of stability in approximations
of wave equations is a long-standing issue. In this paper, a one-
dimensional wave equation with a partially reflective boundary
is approximated using a first-order mixed finite element method.
The multiplier method is used to prove that the approximated
systems are exponentially stable with a decay rate independent
of the mesh size. Upper bounds on the exponential decay are
obtained in terms of the physical parameters.

I. INTRODUCTION

Generally, partial differential equations (PDEs) need to be
approximated in order to design controllers and estimators.
There are many results in the numerical analysis literature on
the approximation of PDEs; however, most numerical analyses
are concerned with simulation, not controller design which
introduces different requirements for a satisfactory approxi-
mation. One issue is that spurious high-frequency eigenvalues
can occur (see for example, [1], [2]). While not signifi-
cant in simulation, they negatively affect controller design.
Importantly, a uniform stability margin, or more generally
uniform stabilizability, is a necessary condition for controller
and estimator convergence; see [3] for an overview of existing
results.

For systems where the dynamics are governed by an analytic
semigroup, higher modes are associated with a greater rate
of decay and also less energy. Additionally, the dynamics
result in a smoothing effect on the solution. Approximation by
a finite-dimensional system is relatively straightforward, and
most Galerkin methods yield uniformly stable approximations.

The issue of approximation is much more difficult for
systems that do not involve an analytic semigroup, even
those that are exponentially stable. In this paper, we consider
the wave equation in one space dimension with a partially
reflective boundary. Although one of the simpler PDEs, it
illustrates the key issues with the approximation of systems
lacking dissipation that leads to an analytic semigroup. The
original PDE is exponentially stable, with the spectrum ly-
ing on a vertical line. The minimum distance between the
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real part of the eigenvalues and the imaginary axis is the
stability margin. Finite differences generally fail to preserve
the stability margin; e.g. [1], [4], and may even fail to be
uniformly stabilizable [5]. Many Galerkin-type approaches,
such as standard finite-elements, also fail to preserve the
stability margin; see, for instance, [1]. One approach to obtain
a uniform decay rate is artificial viscosity [6] but this method
adds a term to compensate for the stability error that may be
difficult to generalize.

Many PDEs, including the propagation of electrical or
acoustic waves, can be derived using Hamilton’s principle
which provides information about the energy of the system.
An extension of Hamilton’s principle to systems with inputs
and outputs, the port-Hamiltonian (PH) framework [7]–[9], is a
method for handling boundary conditions and interconnected
systems. The wave equation studied here is an example of
a PH system. Discretization methods in the PH framework
are focused on the preservation of the PH structure, so that
the approximated model conserves the energy dissipativity
property. However, this does not guarantee the preservation
of a stability margin.

In this paper, we prove that a first-order mixed finite-
element method (MFEM) yields uniformly exponentially sta-
ble approximations. The scheme uses linear splines as basis
functions and piecewise constant splines for test functions.
It is equivalent to a finite-volume method and also to a
structure-preserving PH discretization in [10]. The approxi-
mation method differs from that in [1], [2] in several respects.
First, those references use a first-order form in terms of the
states (w, ∂tw) where w is deflection while here the energy
realization (p, q) where p = ∂tw and q = ∂xw is used. Fur-
thermore, in [1] the term “mixed” refers to using different basis
functions for approximating ∂tw and for w. In [2] the same
bases for ∂tw and w are used as in [1] with unity parameters,
but the test functions are different. The resulting approximated
wave equation with homogeneous boundary conditions is
shown in [2] to be uniformly observable with measurements
of both w and ∂tw at a boundary. In contrast, the dissipative
boundary condition considered here corresponds to a single
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observation. The second-order form of the wave equation with
unity parameters is also approximated in [11] but with a finite-
difference method. This method yields a decay rate similar to
ours in the case of unity parameters.

The decay rate of the approximated state can be deter-
mined by computing the eigenvalues of the system matrix
of the discretization. Obtaining an analytic solution for the
eigenvalues of a matrix with an arbitrary size is challenging.
To avoid eigenvalues computations, we use the multiplier
approach to obtain a bound for the exponential decay rate
of the approximated system. Specifically, the wave equation
is considered with physical parameters and also a general
multiplier function. The approach presented in this paper
demonstrates the utility of the (discrete) multiplier approach
and represents a concrete step towards extension to more
general problems.

II. CONTINUOUS SYSTEM

Consider the wave equation, in first-order form, on the
interval x ∈ [a, b] of length ` = b − a, with state variables
q(x, t) and p(x, t) and physical parameters τ > 0 and ρ > 0

∂tq(x, t) =
−1
ρ
∂xp(x, t), ∂tp(x, t) = −τ∂xq(x, t) (1)

with boundary conditions

p(a, t) =0, τq(b, t)− β p(b, t)
ρ

= 0, (2)

and energy given by

E(t) =1

2

∫ b

a

τ(q(x, t))2 +
(p(x, t))2

ρ
dx. (3)

Differentiating E along trajectories results in Ė(t) =
− β
ρ2 (p(b, t))

2, thus, the energy is non-increasing. However,
this does not imply exponential stability. While for this simple
system, the eigenvalues can be calculated and used to prove
exponential stability (e.g. [3, Eg. 3.30]), for more complex
systems such an approach is generally infeasible.

The multiplier method [12] has emerged as a useful ap-
proach to proving exponential stability for PDEs without the
need to compute eigenvalues. The approach relies on the
construction of an auxiliary Lyapunov functional

V (t) = E(t) + εw(t) (4)

where w(t) is a functional that depends on the state variables
and a multiplier function m(x). The key to this analysis is
the choice of w(t) and the multiplier function m(x). For this
system, choosing multiplier function m(x) = x − a, setting
ε > 0, and

w(t) =

∫ b

a

p(x, t)m(x)q(x, t)dx

results in V decaying exponentially and thus, E(t) ≤
Me−αtE(0), where M = ε0+ε

ε0−ε and α = cεε0
ε+ε0

for any
ε ∈ [0,min{ε0, ε1}], with c = min

x∈[a,b]
∂xm(x), ε0 = min(τ,1/ρ)

`

and ε1 = 2βτ
`(β2+τρ) . Details on the multiplier approach can

be found [13, chap. 8] for the second-order form of the wave
equation and [14] for the port-Hamiltonian form. An extension

x0 x1 xk−2 xk−1 xk xk+1 xk+2 xn−1 xn

ψ0 ψkψk−1 ψk+1 ψn

ω1 ωkωk−1 ωk+1 ωn

Fig. 1. Mixed finite elements basis and test functions

to general port-Hamiltonian systems with different multiplier
functions is given in [15].

III. DISCRETIZED SYSTEM
Consider a uniform partition of the spatial domain [a, b] into

n elements of length h = (b−a)/n = `/n. Define xk = a+kh
and the basis

ψk(x) =


1
h (x− xk−1), xk−1 ≤ x < xk
1
h (xk+1 − x), xk ≤ x ≤ xk+1

0, otherwise.

Then, q(x, t) and p(x, t) are approximated by

qh(x, t) =

n∑
k=0

qk(t)ψk(x), ph(x, t) =

n∑
k=0

pk(t)ψk(x).

Consider the test functions

ωk(x) =

{
1
h , xk−1 ≤ x ≤ xk
0, otherwise

k = 1 . . . n,

∫ `

0

ωk(x)dx = 1, ψ′k =


ωk, xk−1 ≤ x < xk

−ωk+1, xk ≤ x ≤ xk+1

0, otherwise

.

The wave equation is approximated by

〈q̇h(x, t), ωk〉 = −
〈
∂x

(
ph(x, t)

ρ

)
, ωk

〉
, k = 1 . . . n

〈ṗh(x, t), ωk〉 = −〈∂x (τqh(x, t)) , ωk〉 , k = 1 . . . n.

(5)

This leads to equations
q̇k + q̇k−1

2
=
pk−1 − pk

ρh
, k =1 . . . n (6)

ṗk + ṗk−1
2

=
τ

h
(qk−1 − qk) , k =1 . . . n. (7)

To satisfy the boundary conditions, set p0 = 0 and τqn =

(β/ρ)pn. The state vectors are q =
[
q0 . . . qn−1

]>
and

p =
[
p1 . . . pn

]>
. Define a lower diagonal n× n matrix

L and vector of length n, tr,

Ljk =

{
1, k = j − 1

0, otherwise
and tr,j =

{
1, j = n

0, otherwise
.

Defining matrices

M =
1

2
(I + L>) and D = (I − L), (8)

the discrete system can be written[
M β

2ρτ trt
>
r

0 M>

] [
q̇
ṗ

]
=

[
0 − 1

ρhD
τ
hD
> − β

ρhtrt
>
r

] [
q
p

]
. (9)
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The discretized energy is

Ed(t) =
h

2ρ

〈
M>p,M>p

〉
(10)

+
τh

2

〈
Mq +

β

2ρτ
trt
>
r p,Mq +

β

2ρτ
trt
>
r p

〉
.

System (1)–(3) is a port-Hamiltonian formulation of the
wave equation [9], [16]. We now show that the discrete system
(9) also is a port-Hamiltonian system and, as a result, preserves
the structure of the continuous systems.

Lemma III.1. The matrices M and D defined in (8) satisfy
the following identities:
a) M>D = DM>

b) M−1D> = D>M−1

c) 1
2D
> +M = I

d) for any K = K> ∈ Rn×n, x ∈ Rn,〈
x,
(
1
2KD +MK

)
x
〉
= 〈x,Kx〉 .

Proof. Identities (a) and (c) follow by using the definitions
of M and D. Identity (a) implies that D>M = MD>.
This is used to obtain b) by multiplying M−1D> by
MM−1 on the right-hand side, which leads to M−1D> =
M−1MD>M−1 = D>M−1.

Finally, we have that
〈
x,
(
1
2KD +MK

)
x
〉

=
〈x,Kx〉 + 1

2

〈
x, (L>K −KL)x

〉
for any x ∈ Rn.

Since K = K>, matrix L>K −KL is skew-symmetric and〈
x, (L>K −KL)x

〉
= 0, completing the proof.

These properties allow us to express system (9) as a
generalized port-Hamiltonian descriptor system [17], [18], as
shown in the following lemma.

Lemma III.2. Define state z =

[
q
p

]
, S =

[
M β

2ρτ trt
>
r

0 M>

]
,

J =
1

h2

[
0 −DM>

M−1D> 0

]
, Q =

[
hτM hβ

2ρ trt
>
r

0 h
ρM

>

]

and R =

[
0 0

0 β
h2M

−1trt>r M
−>

]
. (11)

Then S>Q = Q>S and system (9) can be expressed as the
port-Hamiltonian descriptor system

Sż =(J −R)Qz (12)

and energy (10) can be written as

Ed(t) =
1

2
〈Sz, Qz〉 . (13)

Proof. The identity S>Q = Q>S can be verified by routine
manipulation, as can (13). Using (11),

(J −R)Q =

[
0 − 1

ρhD
τ
hM

−1D>M β
ρM

−1 ( 1
2D
> − I

)
trt
>
r

]
.

Then, identities b) and c) of Lemma III.1 imply that
M−1D>M = D> and 1

2D
> − I = −M. This leads to

(J −R)Q =

 0 − 1

ρh
D

τ

h
D> −β

ρ
trt
>
r



completing the proof.

The time derivative of the energy is

Ėd(t) = 〈Qz, Sż〉 = 〈Qz, (J −R)Qz〉

=− 〈Qz, RQz〉 = − β

ρ2
(pn)

2
.

Thus, this discretization method conserves the dissipation
of the continuous system.

IV. DISCRETE SYSTEM STABILITY

In this section, the uniform stability of the discrete system
(9) is analyzed. In particular, it is demonstrated that the ap-
proximation (9) preserves uniformly the exponential stability
of (1)-(2), i.e., there exist constants Md ≥ 1 and αd > 0
independent of h such that Ed(t) ≤Mde

−αdtEd(0).
A discrete version of the multiplier approach in the analysis

of the continuous system is used to prove the exponential
stability of the discretized model. For this purpose, define
—for some matrix W— the following Lyapunov function
candidate:

Vd(t) = Ed(t) +
h

2
ε

〈
Sz,

[
0 W
W> 0

]
Sz

〉
. (14)

The last term in (14) is a discrete version of the term w(t)
in V (t) in the continuous system analysis.

The next theorem delineates the conditions on the Lyapunov
function candidate and system (9) required in order to guar-
antee exponential stability.

Theorem IV.1. Consider the port-Hamiltonian descriptor
system (12) and function Vd(t) as in (14). If there are constants
δ < 1, ε0 > 0 and ε1 > 0, such that

h

∣∣∣∣〈Sz, [ 0 W
W> 0

]
Sz

〉∣∣∣∣ ≤ 1

ε0
〈Sz, Qz〉 , (15)〈

Sz,

(
1

2
I + h

[
0 W
W> 0

]
(J −R)

)
Qz

〉
≤ δ

2
〈Sz, Qz〉+ 1

ε1
〈Qz, RQz〉 , (16)

then the discrete energy (13) decays exponentially. More
precisely, define c = 1 − δ, αd = cεε0

ε+ε0
and Md = ε0+ε

ε0−ε .
Then, for any ε ∈ [0,min(ε0, ε1)],

Ed(t) ≤Mde
−αdtEd(0).

Proof. The proof follows the lines of that for the continuous
system; see [15].

Step 1: Find conditions for which Vd(t) is non-negative.
Note that for all ε ≥ 0

Ed(t)−
hε

2

∣∣∣∣〈Sz, [ 0 W
W> 0

]
Sz

〉∣∣∣∣ ≤ Vd(t),
Vd(t) ≤ Ed(t) +

hε

2

∣∣∣∣〈Sz, [ 0 W
W> 0

]
Sz

〉∣∣∣∣ .
If condition (15) holds, and using the definition (10),(

1− ε

ε0

)
Ed(t) ≤Vd(t) ≤

(
1 +

ε

ε0

)
Ed(t). (17)
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As a consequence, Vd(t) is non-negative if 0 ≤ ε ≤ ε0.
Step 2: Determine the conditions for which V̇d(t) is non-

positive and proportional to Ed(t).
V̇d(t) =Ėd(t) + hε

〈
Sz,

[
0 W
W> 0

]
Sż

〉
=− 〈Qz, RQz〉

+ hε

〈
Sz,

[
0 W
W> 0

]
(J −R)Qz

〉
.

Adding and subtracting ε
2 〈Sz, Qz〉 gives

V̇d(t) =−
ε

2
〈Sz, Qz〉 − 〈Qz, RQz〉

+ε

〈
Sz,

(
1

2
I + h

[
0 W
W> 0

]
(J −R)

)
Qz

〉
.

If condition (16) holds, then
V̇d(t) ≤−

ε

2
〈Sz, Qz〉 − 〈Qz, RQz〉

+ ε

(
δ

2
〈Sz, Qz〉+ 1

ε1
〈Qz, RQz〉

)
≤− ε(1− δ)

2
〈Sz, Qz〉

−
(
1− ε

ε1

)
〈Qz, RQz〉 .

Thus, for any ε ≤ ε1 we have, defining c = 1− δ,
V̇d(t) ≤ −cεEd(t). (18)

If δ < 1, then V̇d(t) is non-positive.
Step 3: Since Vd is non-negative and non-increasing it is

a Lyapunov function if ε ∈ [0,min{ε0, ε1}]. Finally, using
the bounds on Vd (17), V̇d(t) ≤ − cεε0

ε+ε0
Vd(t) and so Vd(t) ≤

e−
cεε0t
ε+ε0 Vd(0). From this it can be concluded that

Ed(t) ≤Mde
−αdt

with Md, αd as in the theorem statement.

The goal now is to find a matrix W such that the conditions
of Theorem IV.1 hold. Specifically, we search for W such that
the same values of αd and Md as in the continuous system
are obtained. For this purpose, define a matrix C such that,
for any f ∈ Rn the k-th element of vector g = Cf is

gk =


1
2f2, k = 1
k
2 (fk+1 − fk−1) , k ∈ [2, n− 1]

n (fn − fn−1) , k = n

. (19)

If fk = f(xk), gk is an approximation of (x−a)∂xf at the
the mesh edges. The following lemma is needed to prove the
main results of this work.

Lemma IV.2. Let M , D and C be as defined in (8) and (19),
respectively. Then, for any vectors f =

[
f1 . . . fn

]> ∈ Rn

and g =
[
g1 . . . gn

]> ∈ Rn,

hρ

2
‖M>f‖2 + hρ

〈
MM>f , Cf

〉
≤ `ρ

2
(fn)

2 (20)
τ

2h
‖Dg‖2 − τ

h

〈
D>Dg, Cg

〉
− β

〈
trt
>
r f , Cg

〉
≤ β2`

2τ
(fn)

2, (21)

|hρ
〈
MM>f , Cg

〉
| ≤ `hρ2

2
‖MTf‖2 + `

2h
‖Dg‖2. (22)

Proof. Note that

‖M>f‖2 =
1

4

(
f21 +

n∑
k=2

(fk + fk−1)
2

)
(23)

‖Df‖2 =f21 +

n∑
k=2

(fk − fk−1)2 (24)

and the k-th elements of MM>f and D>Df respectively are

(MM>f)k =


1
4 (2f1 + f2), k = 1
1
4 (fk−1 + 2fk + fk+1), k ∈ [2, n− 1]
1
4 (fn + fn+1) k = n.

(25)

(D>Df)k =


2f1 − f2, k = 1

−fk−1 + 2fk − fk+1, k ∈ [2, n− 1]

fn − fn+1 k = n.

(26)

Using (25) and (19) leads to
hρ
〈
MM>f , Cf

〉
=
hρ

8
[(2f1 + f2)f2 + 2n(fn + fn−1)(fn − fn−1)]

+
hρ

8

n−1∑
k=2

k(fk+1 + 2fk + fk−1)(fk+1 − fk−1).

Since
n−1∑
k=2

k(fk+1 + 2fk + fk−1)(fk+1 − fk−1)

= n(fn + fn−1)
2 − (f2 + f1)

2 −
n∑
k=2

(fk + fk−1)
2

the previous equation can be expressed as

hρ
〈
MM>f , Cf

〉
=
hρ

8

(
−f21 −

n∑
k=2

(fk + fk−1)
2

)

− hρn

8
(fn − fn−1)2 +

hρn

2
(fn)

2

Using (23) and h = `/n we obtain

hρ
〈
MM>f , Cf

〉
≤− hρ

2
‖M>f‖2 + `ρ

2
(fn)

2

leading to (20).
On the other hand,
τ

h

〈
D>Dg, Cg

〉
=

τ

2h

(
(2g1 − g2)g2 + 2n(gn − gn−1)2

)
+

τ

2h

n−1∑
k=2

k(−gk−1 + 2gk − gk+1)(gk+1 − gk−1).

The last term can be expressed as
n−1∑
k=2

k(−gk−1 + 2gk − gk+1)(gk+1 − gk−1)

= −n(gn − gn−1)2 + (g2 − g1)2 +
n∑
k=2

(gk − gk−1)2
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leading us to

τ

h

〈
D>Dg, Cg

〉
=
τ

2h

(
g21 +

n−1∑
k=2

(gk+1 − gk−1)2
)

+
τ

2h
n(gn − gn−1)2

=
τ

2h
‖Dg‖2 + τn

2h
(gn − gn−1)2

by identity (24). Therefore, since β
〈
trt
>
r f , Cg

〉
=

βnfn(gn − gn−1) and using Young’s inequality |fn(gn −
gn−1)| ≤

τ

2hβ
(gn − gn−1)2 +

βh

2τ
(fn)

2,

τ

2h
‖Dg‖2 − τ

h

〈
D>Dg, Cg

〉
− β

〈
trt
>
r f , Cg

〉
= −τn

2h
(gn − gn−1)2 − βnfn(gn − gn−1)

≤ β2hn

2τ
(fn)

2.

Since h = `/n, inequality (21) is obtained. Finally,∣∣hρ 〈MM>f , Cg
〉∣∣ = ∣∣∣∣hρ8 (2f1 + f2)g2

+
hρn

4
(fn + fn−1)(gn − gn−1)

+
hρ

8

n−1∑
k=2

k(fk+1 + 2fk + fk−1)(gk+1 − gk−1)
∣∣∣∣∣ .

Using Young’s inequality |fg| ≤ 1
2cf

2 + c
2g

2, with an
appropriate choice of the positive constant c,

|(2f1 + f2)g2| ≤
`ρ

2
(f21 + (f1 + f2)

2)

+
2n2

`ρ
(g1 − g2)2 +

2n2

`ρ
g21

|n(fn + fn−1)(gn − gn−1)| ≤
`ρ

4
(fn + fn−1)

2

+
n2

`ρ
(gn − gn−1)2

|k(fk+1 + 2fk + fk−1)(gk+1 − gk−1)| ≤
`ρ

2
(fk+1 + fk)

2

+
`ρ

2
(fk + fk−1)

2 +
2n2

`ρ

(
(gk+1 − gk)2 + (gk − gk−1)2

)
.

Substituting these inequalities in the equation above and
rearranging terms, we obtain∣∣hρ 〈MM>f , Cg

〉∣∣ ≤ `hρ2

8

[
f21 +

n∑
k=2

(fk + fk−1)
2

]

+
hn2

2`

[
g21 +

n∑
k=2

(gk − gk−1)2
]

≤ `hρ2

2
‖M>f‖2 + n

2
‖Dg‖2,

leading to (22) and completing the proof.

The next theorem is the main result of the paper and
demonstrates that the discrete system (9) has a strict uniform
preservation of the exponential stability.

Theorem IV.3. Define

W =− hD−>C>M. (27)

Then, the inequalities (15)-(16) hold with

δ = 0, ε0 =
min(τ, 1/ρ)

`
and ε1 =

2βτ

`(β2 + ρτ)
.

Proof. Define S̃ =

[
−Dh 0
0 ρM>

]
, z̃ =

[
u
v

]
, with u ∈ Rn

and v ∈ Rn. Then, considering the linear transformation T :
z 7→ z̃ defined by

z̃(t) = T z = S̃−1Sz (28)

we obtain that
h

2

∣∣∣∣〈Sz, [ 0 W
W> 0

]
Sz

〉∣∣∣∣
=
h

2

∣∣∣∣〈S̃z̃, [ 0 W
W> 0

]
S̃z̃

〉∣∣∣∣
= hρ

∣∣〈MM>v, Cu
〉∣∣ .

Using inequality (22) of Lemma IV.2

hρ
∣∣〈MM>v, Cu

〉∣∣ ≤`hρ2
2
‖M>v‖2 + `

2h
‖Du‖2

≤`h
2
‖S̃z̃‖2 =

`h

2
‖Sz‖2,

leading us to

h

2

∣∣∣∣〈Sz, [ 0 W
W> 0

]
Sz

〉∣∣∣∣ ≤ `

2min(τ, 1/ρ)
〈Sz, Qz〉

by using the inverse transformation T −1 : z̃ 7→ z. This implies
that (15) holds with ε0 = min(τ,1/ρ)

` , i.e., ε0 is independent of
the mesh size and equal to ε0.

Writing Q = KS with K =

[
τhI 0
0 h

ρ I

]
and using the

transformation T ,

〈Sz,
(
I

2
+ h

[
0 W
W> 0

]
(J −R)

)
Qz

〉
=

〈
Sz,

(
I

2
+ h

[
0 W
W> 0

]
(J −R)

)
KSz

〉
=

〈
S̃z̃(t),

(
I

2
+ h

[
0 W
W> 0

]
(J −R)

)
KS̃z̃(t)

〉
=
τ

2h
‖Du‖2 + hρ

2
‖M>v‖2 − τ

h

〈
D>Du, Cu

〉
− β

〈
Cu, trt

>
r v
〉
+ hρ

〈
MM>v, Cv

〉
,

and using (20) and (21)〈
Sz,

(
I

2
+ h

[
0 W
W> 0

]
(J −R)

)
Qz

〉
≤ `(ρτ + β2)

2τ

〈
v, trt

>
r v
〉

Furthermore, notice that〈
v, trt

>
r v
〉
=
h2

βρ2

〈
S̃z̃(t), RS̃z̃(t)

〉
=
h2

βρ2
〈Sz, RSz〉 = 1

β
〈Qz, RQz〉
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Fig. 2. Comparison of the approximated energy Ed(t) using the MFEM
described in Section III and that in [1], both with n = 21 and initial conditions
set such that p(x, 0) = 0 and q(x, 0) = sin

(π
2
x
)

.

by applying T −1. As a consequence, condition (16) holds with
δ = 0 and ε1 = 2βτ

`(β2+ρτ) , completing the proof.

The discrete energy Ed(t) has been shown to have uniform
exponential decay with parameters Md and αd equal to those
of the continuous system.

The approximation considered here, with a re-definition of
variables, is equivalent to the structure-preserving discretiza-
tion in [10]. A similar discrete system is proposed in [1]. The
bound on the exponential decay rate obtained is larger than
here. Figure 2 compares the behavior of the two discretized
energies for a normalized wave equation with unitary boundary
dissipation: τ = ρ = ` = β = 1. With these parameters, the
continuous system total energy reaches zero in finite time of 2
[19]. The MFEM used here preserves the exact decay, unlike
that in [1].

V. CONCLUSION

In this paper, we analyze a first-order MFEM for approx-
imating the wave equation with one-sided boundary dissipa-
tion. In contrast to many other approximation schemes, this
method is proven to result in a strictly uniform preservation
of exponential decay. This property is important for using a
scheme in the development of controller and estimator designs.
Furthermore, a decay rate in terms of the original system
parameters is obtained. This estimate was obtained using the
multiplier approach. Numerically the decay rate appears to
match the decay rate of the original PDE, proving this is a
topic for future research.

The MFEM is a particular finite-volume method; it is
also structure-preserving for this PH system. However, it
is a first-order method. This paper demonstrates the utility
of the discrete multiplier approach for proving the uniform
exponential decay of an approximated system. Current work
is aimed at generalizing this result to higher-order methods
and to more general hyperbolic PDEs. Examples of this type
are the port-Hamiltonian structure-preserving approximations
in [10], [20]–[23].
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