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Abstract— We consider the finite time input-to-state stability
of autonomous discrete time systems, where the state enters
a ball around the origin, with a radius determined by the
input magnitude, in finite time. This extends the notion of
classical input to state stability where this condition is only
achieved asymptotically. We provide several types of Lyapunov
functions that guarantee finite time input-to-state stability and
characterize their equivalence. We also give converse Lyapunov
theorems correcting a mistake in [1].

I. INTRODUCTION

Input-to-state stability (ISS) originally introduced in [2],
has been studied for both continuous and discrete time
systems. A system is ISS if its state trajectory with bounded
input remains bounded, and asymptotically drops below a
function defined by the input size. Papers on the ISS of
continuous time systems include [3], [4], [5]; [6] showed that
some ISS results for continuous time systems extend to dis-
crete time. Further, [7] proposed four types of ISS Lyapunov
functions, namely, max-form, dissipative-form, implication-
form and strong implication-form Lyapunov functions. Dis-
crete time systems in [7] are allowed to have discontinu-
ous dynamics should they possess a property called “K-
boundedness”. Finite-step Lyapunov functions that decrease
in every few steps rather than at each step, are used in [7] and
[8]. ISS results for finite and infinite-dimensional nonlinear
networks are in [9].

Finite time stability of both continuous and discrete time
systems is also well studied. Motivation comes from the fact
that in applications like regulating robots to reach a desired
position [10], one cannot wait to achieve equilibrium asymp-
totically, but must rather do so in a finite time. Lyapunov
and converse Lyapunov results for finite time stability of
continuous time systems with zero inputs are in [11]. Finite
time stability of time-varying or stochastic systems are in
[12] and [13]. Results on finite time stability of discrete
time systems are relatively fewer than those for continuous
time ones: [14] proposes Lyapunov and converse Lyapunov
theorems for discrete time systems with zero input.

We consider finite time input-to-state stability (FTISS)
where the state magnitude drops below a function determined
by the input bound and with zero input converges to zero,
both in finite time. Several results on FTISS of continuous
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time systems exist. Thus, [15] gives Lyapunov-based suffi-
cient conditions for the FTISS of continuous time systems,
and provides converse Lyapunov theorem under certain as-
sumptions and [16] studies FTISS of impulsive systems. In
contrast studies of FTISS of discrete time systems are few.
Exceptions are [17] and [1]. Both provide a limited class
of Lyapunov functions to check for FTISS. The former has
no converse results. The latter purports to provide one, but
incorrectly claims that the settling time of FTISS is a valid
Lyapunov function (equation (7) on page 2 in [18]). We show
here through a counterexample that the time to settle need
not be a Lyapunov function.

Thus we study the FTISS of discrete time systems using
Lyapunov theory. By extending FTISS Lyapunov functions
for continuous time systems proposed in [15], as well as Lya-
punov functions for the finite time stability of discrete time
systems provided in [14], we provide four types of Lyapunov
functions to show the FTISS of discrete time systems. We
establish the equivalence between these Lyapunov functions
and show that FTISS of a discrete time system implies finite
time stability of a special case involving a form of feedback
introduced for continuous time systems in [19] and that the
settling time of this special case is indeed a valid Lyapunov
function. This establishes converse results correctly for the
first time.

Section II introduces notations and definitions. Section III
proposes four types of FTISS Lyapunov functions and char-
acterizes their equivalence. Section IV provides the converse
Lyapunov theorems, and Section V concludes.

II. NOTATIONS AND DEFINITIONS

For Π ⊆ R, define Π≥c1 := {k ∈ Π | k ≥ c1} and Π+ =
Π≥c1 with c1 = 0. Define Bε(x) as the open ball centered at
x with radius ε. For x, y ∈ Rn+, x < y (resp. x ≤ y) means
xi < yi (resp. xi ≤ yi) for all i ∈ {1, · · · , n}. We use | · | to
denote an arbitrary fixed monotonic norm on Rn, i.e., given
v, w ∈ Rn with v ≥ w, then |v| ≥ |w|: | · |∞ and | · |2 are the
infinity and 2-norm, respectively. For a sequence {u(k)}k∈Z+

with u(k) ∈ Rm, ||u|| = supk∈Z+
{|u(k)|} ≤ ∞ is its sup-

norm. Sequences with finite sup-norm are in `∞; dae is the
smallest integer greater than or equal to a.

A function α : R+ → R+ is in class K if it is continuous,
strictly increasing and α(0) = 0; α ∈ K∞ if α ∈ K and
lims→∞α(s) = ∞. It is in generalized K (GK) if it is
continuous, α(0) = 0 and satisfies{

α(s1) > α(s2) if α(s1) > 0 and s1 > s2

α(s1) = α(s2) if α(s1) = 0 and s1 > s2
(1)

A function β : R+ × R+ → R+ is in class KL if for a
fixed s ∈ R+, β(·, s) ∈ K, and for a fixed r ∈ R+, β(r, ·)
is decreasing and lims→∞β(·, s) = 0. It is in generalized
KL (GKL) if for a fixed s ∈ R+, β(·, s) ∈ GK, and for a
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fixed r ∈ R+, β(r, ·) is decreasing and lims→Tβ(·, s) = 0
for some T ≤ ∞; id : R+ → R+ obeys id(s) = s for all
s ∈ R+.

We consider the discrete time system:
x(k + 1) = G(x(k), u(k)), k ∈ Z+, (2)

where x(k) ∈ Rn is the state, u : Z+ → Rm is the input in
u(·) ∈ `∞(Rm), and G : Rn×Rm → Rn. Further, G(0, 0) =
0, i.e., ξ = 0 is an equilibrium of the system with zero input.
By x(k, ξ, u) we denote the solution to (2) at time k, with ξ
the initial state and u the input. Denote x(k) := x(k, ξ, u).

Define M as the set of functions from Z+ to [−1, 1]m,
i.e.,

M = {u | u : Z+ → [−1, 1]m}. (3)
The following, introduced in [19], is a special case of (2)
x̄(k + 1) = G(x̄(k), d(k)ϕ(x̄(k))) = F (x̄(k), d(k)) (4)

where d ∈ M, the smooth function ϕ : Rn → R+ is given
and F (0, d) = 0 for all d ∈ M. We call d(k)ϕ(x̄(k)) an
admissible feedback law if ϕ obeys ρ1(|ξ|) ≤ ϕ(ξ) ≤ ρ2(|ξ|)
for all ξ ∈ Rn with ρ1, ρ2 ∈ K∞. One can view (4) as a
perturbed feedback law. Its importance lies in the fact that as
shown in the sequel, its time to converge serves as a natural
Lyapunov function for (2). As before, we denote x̄(k) :=
x̄(k, ξ, d) as the solution to (4) at time k.

We assume G is K-bounded: for all ξ ∈ Rn and µ ∈ Rm

|G(ξ, µ)| ≤ ω1(|ξ|) + ω2(|µ|) (5)
with ω1, ω2 ∈ K. Note, K-boundedness implies the continu-
ity of G only at (0, 0).
A. Global finite time stability

We first provide the definition of global finite time stability
(GFTS) for (2) with zero input, as given in [14].

Definition 1. (GFTS) The zero input solution x(k, ξ, 0) = 0
of (2) is globally finite time stable if the following hold: (A)
Finite time convergence: There exists a settling time function
K(ξ) : Rn \ {0} → Z≥1 such that for all ξ ∈ Rn \ {0},
x(k, ξ, 0) = 0 for k ≥ K(ξ). (B) Lyapunov stability: For
every ε > 0, there exists δ > 0 such that for all ξ ∈ Bδ(0) \
{0}, x(k, ξ, 0) ∈ Bε(0) for all k ∈ Z+.

The settling time function K(ξ) in Definition 1 obeys
K(ξ) = min{k ∈ Z≥1 | x(k, ξ, 0) = 0}. (6)

As ξ = 0 is the equilibrium of system (2) with zero input,
we must have K(0) = 0. Even though (4) is time varying,
it has a natural definition of GFTS as F (0, d(k)) = 0 for all
d ∈M. Specifically, it can be viewed as a zero input system
with d(k) serving to make it time varying.

Definition 2. The discrete time system (4) is GFTS if for all
d ∈M and all ξ ∈ Rn \{0} it is Lyapunov stable and finite
time convergent with settling time function K̄d(ξ).

According to Definitions 1 and 2, if (4) is GFTS, given
a d ∈ M and a ξ ∈ Rn, the settling time function K̄d(ξ)
obeys

K̄d(ξ) = min{k ∈ Z≥1 | x̄(k, ξ, d) = 0}, (7)
and K̄d(0) = 0 by (4). Definition 2 yields the following.

Definition 3. The discrete time system (2) is said to be
weakly robust finite time stable if its special case (4) with
an admissible feedback law is GFTS.

Remark 1. Note weakly robust finite time stability only
requires GFTS of (4) with just one φ(·), bounded above and
below by K∞ functions.
B. Global finite time input-to-state stability

Now we give the formal definition of global finite time
input-to-state stability (FTISS).

Definition 4. (FTISS) The system (2) is globally finite time
input-to-state stable if there exist β ∈ GKL and λ ∈ K such
that for all initial states ξ ∈ Rn and all inputs u ∈ `∞(Rm)

|x(k)| ≤ β(|ξ|, k) + λ(||u||), ∀k ∈ Z+. (8)
Further, there exists a positive definite T : R+ → Z+ such
that: (i) for all r ∈ R+ \ {0}, β(r, k) = 0 whenever k ≥
T (r) ∈ Z≥1 and (ii) T (0) = 0.

Remark 2. When β in (8) is in class KL, (2) is globally
input-to-state stable (ISS). An equivalent form of (8) is

|x(k)| ≤ max{β̄(|ξ|, k), λ̄(||u||)}, ∀k ∈ Z+, (9)
where β̄(r, s) = β(2r, s) is a GKL function and 2id ◦ λ =
λ̄ ∈ K, with β and λ defined in (8).

Obviously, the discrete time system (2) is GFTS with zero
input if it is FTISS. Moreover, the existence of the function
T (r) in Definition 4 implies that of the settling function
K(ξ) in Definition 1, e.g., we can set K(ξ) = T (|ξ|). The
converse also holds if G(·, ·) is K-continuous with respect to
the input, i.e., |G(x, u1) − G(x, u2)| ≤ σu(|u1 − u2|) with
σu ∈ K, and in this case we can set T (r) = sup|ξ|2=rK(ξ).

III. FTISS LYAPUNOV FUNCTIONS

In this section, we provide two types of finite time ISS
(FTISS) Lyapunov functions, the implication-form FTISS
Lyapunov function and the max-form one. For each type we
give two FTISS Lyapunov functions.

We call a function V : Rn → R+ proper if there exist
functions α1, α2 ∈ K∞ such that for all ξ ∈ Rn

α1(|ξ|) ≤ V (ξ) ≤ α2(|ξ|). (10)
Then FTISS Lyapunov functions are given as follows.

Definition 5. Let V : Rn → R+ be proper. For a given input
u ∈ `∞(Rm), V is said to be
• an implication-form FTISS Lyapunov function I for (2)

if for all ξ ∈ Rn and all k ∈ Z+, V (x(k)) ≥
φimp1(|u(k)|) implies, with c > 0, 0 < a < 1 and
φimp1 ∈ K,
V (x(k + 1)) ≤ max{V (x(k))− cV (x(k))a, 0} (11)

• a max-form FTISS Lyapunov function I for (2) if for all
ξ ∈ Rn and all k ∈ Z+ we have
V (x(k+1)) ≤ max{V (x(k))−cV (x(k))a, λmax1(||u||)}

(12)
with c > 0, 0 < a < 1 and λmax1 ∈ K.

• an implication-form FTISS Lyapunov function II for (2)
if for all ξ ∈ Rn and all k ∈ Z+ we have

V (x(k)) ≥ φimp2(|u(k)|) =⇒
V (x(k + 1)) ≤ max{V (x(k))− b, 0} (13)

with b > 0 and φimp2 ∈ K.
• a max-form FTISS Lyapunov function II for (2) if for

all ξ ∈ Rn and all k ∈ Z+ we have
V (x(k + 1)) ≤ max{V (x(k))− b, λmax2(||u||)} (14)
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with b > 0 and λmax2 ∈ K.

Remark 3. The above FTISS Lyapunov functions are an
extension of the finite time Lyapunov functions introduced
in [14]. In particular, implication-form FTISS Lyapunov
functions for continuous time systems and implication-form
ISS Lyapunov functions for discrete time systems are in [15]
and [8], respectively. They need not be continuous.

In [1], we do not consider implication-form Lyapunov
functions at all. Here we show that in fact the existence of
an implication-form FTISS Lyapunov function implies that
of an max-form FTISS Lyapunov function.

Lemma 1. With FTISS Lyapunov functions introduced in
Definition 5, there exists a max-form FTISS Lyapunov func-
tion I (resp. II) for (2) if it admits an implication-form FTISS
Lyapunov function I (resp. II) .

Proof. If (2) has an implication-form FTISS Lyapunov func-
tion I then from (5,10), if V (x(k)) < φimp1(|u(k)|) then
V (x(k + 1)) ≤ α2(|x(k + 1)|) = α2(|G(x(k), u(k))|)

≤ α2(ω1(|x(k)|) + ω2(|u(k)|))
≤ α2

(
ω1 ◦ α−1

1 ◦ φimp1(|u(k)|) + ω2(|u(k)|)
)

= λmax1(||u||) (15)
where in (15) λmax1 = α2 ◦ (ω1 ◦ α−1

1 ◦ φimp1 +
ω2) ∈ K. Thus either (15) holds or from (11), V (x(k +
1)) ≤ max{V (x(k)) − cV (x(k))a, 0} when V (x(k)) ≥
φimp1(|u(k)|). Thus (2) has a max-form FTISS Lyapunov
function I by Definition 5.

Applying the above procedure, it can also be verified
that the existence of an implication-form FTISS Lyapunov
function II implies that of a max-form FTISS Lyapunov
function II. �

The following lemma shows that the existence of an
implication-form (resp. max-form) FTISS Lyapunov function
I is sufficient for the existence of an implication-form (resp.
max-form) FTISS Lyapunov function II.

Lemma 2. If (2) has an implication-form (resp. max-form)
FTISS Lyapunov function I then it has an implication-form
(resp. max-form) FTISS Lyapunov function II.

Proof. We first prove for implication-form FTISS Lyapunov
function. Without loss of generality, assume that φimp2

defined in (13) obeys φimp2 = φimp1 with φimp1 defined
in (11). Then it follows from (11) that when V (x(k)) ≥
φimp1(|u(k)|) either

V (x(k + 1)) = 0 for V (x(k)) < c
1

1−a , (16)
or for V (x(k)) ≥ c

1
1−a ,

V (x(k + 1)) ≤ V (x(k))− cV (x(k))a ≤ V (x(k))− c
1

1−a

where (16) uses the fact that V (x(k)) < cV (x(k))a when
V (x(k)) < c

1
1−a . Then V (x(k+1)) ≤ max{V (x(k))−b, 0}

with b = c
1

1−a when V (x(k)) ≥ φimp2(|u(k)|).
For the implication from max-form FTISS Lyapunov

function I to II, without loss of generality, let v =
λmax1(||u||) = λmax2(||u||). As V (x(k)) is positive definite
and cV (x(k))a ≥ 0 for all k ∈ Z+, let T1 ≤ +∞ be the
first time step such that V (x(T1)) < v, then V (x(k)) < v

for all k ≥ T1. When T1 ≥ 1, it follows from (12) that for
k < T1

V (x(k)) ≤ V (x(k − 1))− cV (x(k − 1))a

≤ V (x(k − 1))− cva (17)
= V (x(k − 1))− b (18)

where (17) uses the fact that V (x(k)) ≥ v for k < T1 and in
(18) b = cva. Therefore, if there exists a max-form FTISS
Lyapunov function I, then for all k ∈ Z+ we have

V (x(k + 1)) ≤ max{V (x(k))− b, λmax2(||u||)}, (19)
thus V is a max-form FTISS Lyapunov function II. �

Now we are ready to show that FTISS Lyapunov functions
introduced in Definition 5 can conclude the FTISS of (2).
As Lemma 1 shows that the existence of implication-form
Lyapunov function I (resp. II) implies that of max-form
Lyapunov function I (resp. II), proving that (2) is FTISS
if it admits max-form Lyapunov function I or II, also proves
that it is FTISS if it has implication-form FTISS Lyapunov
functions I and II.

Theorem 1. The discrete time system (2) is FTISS if it admits
a max-form FTISS Lyapunov function I.

Proof. Let v = λmax1(||u||). As cV (x(k))a ≥ 0, if there
exists a T1 such that V (x(T1)) ≤ v, then from (12),
V (x(k)) ≤ λmax1(||u||) for all k > T1.

Now suppose x(0) = ξ and V (ξ) > v. For k ≥ 1, that if
V (x(k−1)) ≤ c

1
1−a , then V (x(k−1))−cV (x(k−1))a ≤ 0,

i.e., from (12), V (x(k)) ≤ v. On the other hand, if V (x(k−
1)) > c

1
1−a , it follows from (12) that for k ∈ Z≥1,

V (x(k − 1))− cV (x(k − 1))a =

V (x(k − 1))(1− cV (x(k − 1))a−1) < V (x(k − 1)) (20)
where (20) results from cV (x(k − 1))a−1 ∈ (0, 1). As 0 <
a < 1, if V (x(k)) > v, if follows from (12) and (20) that
1 − cV (x(k))a−1 < 1 − cV (x(k − 1))a−1 < · · · < 1 −
cV (ξ)a−1, together with (20) and V (x(k − 1)) > c

1
1−a , we

can obtain
V (x(k − 1))(1− cV (x(k − 1))a−1) =

V (x(k − 2))(1− cV (x(k − 2))a−1)(1− cV (x(k − 1))a−1)

· · ·
= V (ξ)(1− cV (ξ)a−1) · · · (1− cV (x(k − 1))a−1)

< V (ξ)(1− cV (ξ)a−1)k (21)
From (12) and (21), we have

V (x(k)) ≤ max{V (ξ)(1− cV (ξ)a−1)k, v}. (22)
Consider three cases: 1) c

1
1−a ≥ V (ξ) > v; 2) V (ξ) >

v ≥ c
1

1−a ; and 3) V (ξ) > c
1

1−a > v. In the first case, it
follows from above that V (x(k)) ≤ v for all k ∈ Z≥1.
In the second case, it follows from (22) that V (x(k)) ≤ v

for k ≥
⌈
log[1−cV (ξ)a−1]

v
V (ξ)

⌉
. In the last case, there holds

V (x(k)) ≤ v for all k ≥ k1 ∈ Z≥1 once V (x(k1 − 1)) ≤

c
1

1−a . Then V (x(k)) ≤ v for k ≥
⌈

log[1−cV (ξ)a−1]
c

1
1−a

V (ξ)

⌉
+

1.
Therefore, it follows from (10) that |x(k)| ≤ α−1

1 ◦
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λmax1(||u||) for k ≥ T (ξ) with T (ξ) obeying

T (ξ)



= 0 V (ξ) ≤ v
= 1 c

1
1−a ≥ V (ξ) > v

≤
⌈
log[1−cV (ξ)a−1]

v
V (ξ)

⌉
V (ξ) > v ≥ c

1
1−a

≤
⌈

log[1−cV (ξ)a−1]
c

1
1−a

V (ξ)

⌉
+ 1 V (ξ) > c

1
1−a > v

(23)
From (12) and (23), V (x(k)) ≤ λmax1(||u||) for k ≥ T (ξ)
and V (x(k)) ≤ V (x(k − 1)) − cV (x(k − 1))a for k <
T (ξ). As V is proper, from (10) there holds |x(k)| ≤
α−1

1 (V (x(k))) < α−1
1 (V (x(k − 1))), i.e., the upper bound

of |x(k)| decreases at each time step for k < T (ξ), then we
show below that we can construct a GKL function β such
that |x(k)| ≤ β(|ξ|, k) for all k < T̄ (|ξ|) and β(|ξ|, k) = 0
for all k ≥ T̄ (|ξ|) where T̄ obeys T̄ (0) = 0 and T̄ (|ξ|) ≥
maxξ∈Rn\{0} T (ξ) with T satisfying (23). Specifically, such
a GKL function can be constructed as follows: Given the
initial state ξ, there exists a linear function such that |x(k)| ≤
|ξ|(−aξk + bξ) with aξ, bξ > 0 for k < T (ξ). Let a =
minξ∈Rn\{0} aξ and b = maxξ∈Rn\{0} bξ. Then the GKL
function β can be constructed as β(r, s) = r(−as + b) for
s ≤ b/a and β(r, s) = 0 otherwise.

Therefore, for all k ∈ Z+ we have |x(k)| ≤ β(|ξ|, k) +
λ(||u||), where λ = α−1

1 ◦ λmax1 ∈ K with α1 and λmax1

defined in (10) and (12), respectively. Our claim follows by
Definition 4. �

Similarly, for max-form FTISS Lyapunov function II, we
have the following theorem.

Theorem 2. The discrete time system (2) is FTISS if it admits
a max-form FTISS Lyapunov function II.

Proof. The proof follows from that of Theorem 1. In this
case, we have |x(k)| ≤ β(|ξ|, k) + λ(||u||) with λ = α−1

1 ◦
λmax2 ∈ K, where α1 and λmax2 are defined in (10) and
(14), respectively. β is a GKL function and β(|ξ|, s) = 0
when s ≥ T̄ (|ξ|) where T̄ (0) = 0, T̄ (|ξ|) ≥ T (ξ) for all
ξ ∈ Rn \ {0} with T obeying T (ξ) = 0 when V (ξ) ≤ v and
T (ξ) =

⌈
v−V (ξ)

b

⌉
otherwise, where v = λmax2(||u||) and b

is defined in (14). �

Theorems 1 and 2 show that max-form FTISS Lyapunov
functions I and II both lead to the FTISS of (2) without
assuming its K-boundedness defined in (5). Theorems 1,
2 and Lemma 1 guarantee the FTISS of (2) if it admits
implication-form FTISS Lyapunov functions I or II, however,
in this case K-boundedness is needed. Such a pattern can
also be found in ISS Lyapunov functions [7] (See Theorem
10). While existence of a max-form ISS Lyapunov function
can lead to the ISS of discrete time autonomous systems,
K-boundedness is needed for implication-form Lyapunov
function.

IV. CONVERSE LYAPUNOV THEOREMS

We give two converse FTISS Lyapunov theorems. We
note that [1] claims the settling time function for (2) to
be a Lyapunov function. This is however, a mistake as
the settling time function may fail to satisfy (10). To see
this, consider the Adaptive Bellman-Ford (ABF) algorithm
in [20], which estimates distances of nodes in a network

from a source set S. With d̂i(k) and di(k) the estimated
and true distance of node i from S, respectively, ABF has
a natural state vector with elements xi(k) = d̂i(k) − di(k).
Suppose xi(0) > 0 for all i. Then for an n-node network,
[20] shows that the settling time is upper bounded by n.
Thus with ξ = [x1(0), · · · , xn(0)]T , T (ξ) ≤ n for all ξ in
the positive orthant. Thus, the settling time T (ξ) is upper
bounded by a number that is independent of the initial state
magnitude, and thus cannot be bounded from below by a K∞
function. Thus T (ξ) fails to meet a minimal requirement for
a valid Lyapunov function.

Instead we show here that the settling time of (4) satisfies
(10) and is the right Lyapunov function. We first state the
following result from [19].

Lemma 3. For any K∞ function ρ, there exist a smooth
function φ : Rn → R+ and a K∞ function ρ̂ such that
ρ̂(|ξ|) ≤ φ(ξ) ≤ ρ(|ξ|) for all ξ ∈ Rn.

The following theorem shows that FTISS of (2) implies
its weakly robust finite time stability or equivalently GFTS
of (4).

Theorem 3. The discrete time system (2) is weakly robust
finite time stable if it is FTISS.

Proof. From Remark 2, if (2) is FTISS, there exist a GKL
function β and a K function λ such that

|x(k)| ≤ max{β(|ξ|, k), λ(||u||)}, ∀k ∈ Z+, (24)
where β(|ξ|, k) = 0 when k ≥ T (|ξ|) with T (r) ∈ Z+ for
all r ∈ R+ \ {0} and T (0) = 0.

Without loss of generality, λ in (24) can be assumed to be
a K∞ function. Further, it follows from Theorem 1 in [15]
and Lemma 2.12 in [19] that there exists a GKL function β̂
such that the following holds
• β̂(r, 0) ≥ r for all r ∈ R+;
• β̂(r, s) ≥ β(r, s) for all r ∈ R+, with β̂(r, s) = 0 for
s ≥ T (r);

• β̂(r/2, s) = 0 when s ≥ T̂ /2 if β̂(r, s) = 0 when
s ≥ T̂ for any r, T̂ ∈ R+.

Then (24) still holds with β being replaced by β̂, i.e.,
|x(k)| ≤ max{β̂(|ξ|, k), λ(||u||)}, ∀k ∈ Z+, (25)

Let ρ(r) = β̂(r, 0) ∈ K∞. Without loss of generality, λ in
(25) can be chosen as a K∞ function. It follows from Lemma
3 that there exists a function ϕ (smooth everywhere except
possibly at the origin) and a K∞ function ρ̂ such that

ρ̂(|ξ|) ≤ ϕ(ξ) ≤ λ−1(
ρ−1(|ξ|)

4
), ∀ξ ∈ Rn. (26)

Consider (4) the special case of (2):
x̄(k + 1) = G(x̄(k), d(k)ϕ(x̄(k))) (27)

with d ∈ M and ϕ defined in (26). By Definition 3 our
claim follows if the discrete time system (27) is GFTS. We
first prove that

λ
(∣∣d(k)ϕ

(
x̄(k, ξ, d)

)∣∣) ≤ |ξ|
2

(28)

with a given d ∈ M, ξ ∈ Rn the initial state of (4), and
x̄(k) := x̄(k, ξ, d) the solution to (4) at time k. By (3), (26)
and the monotonicity of λ, there holds

λ
(∣∣d(0)ϕ(x̄(0))

∣∣) ≤ λ(ϕ(x̄(0)
))
≤ ρ−1(|ξ|)

4
<
|ξ|
4

(29)
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where (29) uses the fact that ρ = β̂(·, 0) > id. Let

k1 = inf
{
k1 ∈ Z≥1 | λ

(
ϕ(x̄(k1))

)
>
|ξ|
2

}
. (30)

Suppose k1 < ∞. However, it follows from (25) that
|x̄(k)| ≤ β̂(|ξ|, 0) = ρ(|ξ|) for all k ∈ Z+, leading to
λ
(
ϕ
(
x̄(k1)

))
≤ ρ−1(x̄(k1))/4 ≤ |ξ|/4 by (29), contradict-

ing the definition of k1 as in (30). Thus, k1 = ∞ and (28)
holds.

For any r ∈ R+, there exists a Tr ∈ Z+ such that
β̂(r, s) ≤ r/2 for all s ≥ Tr. Together with (25) and (28),
we have
|x̄(k, ξ, d)| ≤ r

2
, ∀|ξ| ≤ r, ∀k ≥ Tr and ∀d ∈M. (31)

Proceeding in this way, there exists a sequence of time steps
0 = T0 ≤ T1 ≤ · · · ≤ Ti ≤ · · · with i ∈ Z≥1 such that,

|x̄(k, ξ, d)| = |x̄(k − Ti−1, x̄(Ti−1), d|, |x̄(Ti−1)| ≤ r

2i−1
,

∀|ξ| ≤ r, ∀k ≥ Ti =

i−1∑
j=0

Tr/2j and ∀d ∈M, (32)

with x̄(Ti−1) := x̄(Ti−1, ξ, d). Further, with (25), (27) and
(28), for all k ∈ Z+ there holds

|x(k, x̄(Ti−1), d)| ≤ max
{
β̂(|x̄(Ti−1)|, k), λ

(
|x̄(Ti−1)|

2

)}
.

(33)
As β̂(r/2, s) = 0 when s ≥ T̂ /2 if β̂(r, s) = 0 when
t ≥ T̂ , together with β̂(r, s) = 0 for s ≥ T (r) and
x̄(Ti−1) introduced in (32), we have β̂(|x̄(Ti−1)|, k) = 0
for k ≥ T (r)/2i−1. Then Tr/2j defined in (32) obeys
Tr/2j = T (r)/2j , and thus

lim
i→∞

Ti = lim
i→∞

i−1∑
j=0

Tr/2j = lim
i→∞

i−1∑
j=0

T (r)/2j = 2T (r),

implying the finite time convergence of (27). Further, as (25)
implies that |x̄(k)| ≤ β̂(|ξ|, 0) for all k ∈ Z+, all d ∈M and
all ξ ∈ Rn, (27) is also Lyapunov stable. Then (27) is GFTS,
i.e. (2) is weakly robust finite time stable by Definition 3. �

Our converse FTISS Lyapunov functions mainly rely on
the weakly robust stability as defined in Definition 3, which
is implied by GFTS of (4) as in Definition 2. Recall the
settling time function K̄d(ξ) defined in (7), denote K̄d(ξ) as
the settling time function for (4) with ξ ∈ Rn the initial state
and a given d ∈M. By Definition 2, there holds

K̄∗(ξ) := sup
d∈M

K̄d(ξ) < K̄ <∞, ∀ξ ∈ Rn, (34)

and it follows from (4) that K̄d(0) = 0 for all d ∈M.
Obviously, K̄∗(0) = 0. For all ξ ∈ Rn, by defining K∞

function κ1 with κ1(r) ≤ inf |ξ|=r K̄∗(ξ) and K∞ function
κ2 with κ2(r) ≥ sup|ξ|=r K̄∗(ξ), there holds

κ1(|ξ|) ≤ K̄∗(ξ) ≤ κ2(|ξ|), ∀ξ ∈ Rn. (35)
When x̄(k) 6= 0, for a given d ∈M we have K̄d(x̄(k+1)) =
K̄d(x̄(k))− 1, leading to
K̄∗(x̄(k)) = sup

∀d(s)
s∈Z≥k

K̄d(x̄(k)) = sup
∀d(s)
s∈Z≥k

K̄d(x̄(k + 1)) + 1 ≥

1 + sup
∀d(s),s∈Z≥k+1

K̄d(x̄(k + 1)) = 1 + K̄∗(x̄(k + 1)) (36)

We present our first FTISS converse Lyapunov function with
respect to implication-form FTISS Lyapunov function II.

Theorem 4. If the discrete time system (2) is FTISS, then it
admits an implication-form FTISS Lyapunov function II.

Proof. From Theorem 3, (4) is weakly robust finite time
stable in this case, i.e., (4), the special case of (2), is GFTS
per Definition 2 with the settling time function obeying (7).
Define V : Rn → R+ by V (x) = bK̄∗(x) with b > 0 and K̄∗
defined in (34). Then it follows from (35) that V is proper.
Further, from (36), when x̄(k) 6= 0 there holds
V (x̄(k + 1)) = bK̄∗(x̄(k + 1)) ≤ max{b(K̄∗(x̄(k))− 1), 0}
= max{V (x̄(k))− b, 0} (37)

Then it follows from (2) and (4) that
V (x(k + 1)) ≤ max{V (x(k))− b, 0} (38)

whenever |u(k)| ≤ ϕ(x(k)), with ϕ, x(k) and u(k) defined
in (4) and (2), respectively. From Lemma 3, there exists a
K∞ function ρ̂ such that ϕ(ξ) ≥ ρ̂(|ξ|) for all ξ ∈ Rn.
Thus, (38) holds whenever |u(k)| ≤ ρ̂ ◦ α−1

2 (V (x(k))). Let
φimp2 = α2 ◦ ρ̂−1. Then V is an implication-form FTISS
Lyapunov function II for (2). �

Our second FTISS converse Lyapunov function is with
respect to the implication-form FTISS Lyapunov function I.

Theorem 5. If the discrete time system (2) is FTISS, then it
admits an implication-form FTISS Lyapunov function I.

Proof. Consider (4) which is GFTS by Definition 2. Define
V : Rn → R+ by

V (x̄(k)) = sup
k∈Z+

1 + p1k

1 + p2k
K̄∗(x̄(k))

a (39)

with K̄∗ defined in (34), 1 > p1 > 0.5 > p2 > 0 and a > 2.
Then it follows from (35) that V is proper.

When x̄(k) = 0, we have x̄(k + 1) = 0 by (4), implying
V (x̄(k + 1)) = 0. When x̄(k) 6= 0, K̄∗(x̄(k)) ∈ Z≥1, and
we consider two case: 1) x̄(k+1) = 0; and 2) x̄(k+1) 6= 0.
In the former case there holds V (x̄(k+1)) = 0. In the latter
case, suppose V (x̄(k + 1)) is achieved at k̂, we have

V (x̄(k + 1)) =
1 + p1k̂

1 + p2k̂
K̄∗(x̄(k̂ + 1))a =

(
1− p1 − p2

(1 + p1k̂ + p1)(1 + p2k̂)

)1 + p1k̂ + p1

1 + p2k̂ + p2

K̄∗(x̄(k̂ + 1))a

≤
(

1− p1 − p2

(1 + p1k̂ + p1)(1 + p2k̂)

)
V (x̄(k)) (40)

≤
(

1− p2(p1 − p2)

p1(1 + p2k̂)2

)
V (x̄(k)) (41)

≤
(

1− p2(p1 − p2)

p1

(
1 + p2K̄∗(x̄(k))

)2)V (x̄(k)) (42)

where (40) uses the fact that V (x̄(k)) is achieved at k̂ + 1,
(41) uses p1

p2
> 1 + p1, and (42) uses the fact that k̂ <

K̄∗(x̄(k)), otherwise x̄(k̂ + 1) = 0, leading to V (x̄(k +
1)) = 0, which contradicts our assumption. As in this case
x̄(k) 6= 0, we have K̄∗(x̄(k)) ≥ 1. From (39), V (x̄(k)) ≥
K̄∗(x̄(k))a and

(1 + p2K̄∗(x̄(k)))a ≤
(
K̄∗(x̄(k)) + p2K̄∗(x̄(k))

)a
≤ (1 + p2)aV (x̄(k)) (43)
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With (43), (42) becomes
V (x̄(k + 1)) = V (x̄(k))−
p2(p1 − p2)

p1
V (x̄(k))

(
1 + p2K̄∗(x̄(k))

)−2

≤ V (x̄(k))− p2(p1 − p2)

p1(1 + p2)2
V (x̄(k))V (x̄(k))−

2
a

= V (x̄(k))− cV (x̄(k))ā (44)

where in (44) c = p2(p1−p2)
p1(1+p2)2 > 0 and 0 < ā = a−2

a < 1.
Following the steps in Theorem 4, V is an implication-

form FTISS Lyapunov function I for (2) by Definition 5. �

0 2 4 6 8 10 12 14 16 18 20

0

2

4

6
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Fig. 1: Trajectories of states of the form (2) using different
parameters and the state of the special form (4).

Consider the following scalar discrete time system
x(k + 1) = max

{
x(k)− csign(x(k)) min{|x(k)|/c,

|x(k)|a}, sin(v)
}
, k ∈ Z+, (45)

where c > 0, a ∈ (0, 1) and u(k) = sin(v) with v randomly
generated between 0 and k. Let V = | · | be the Euclidean
norm. Then there holds
V (x(k + 1)) = |x(k + 1)| =
|max

{
x(k)− csign(x(k)) min{|x(k)|/c, |x(k)|a}, sin(v)

}
| ≤

max
{
|x(k)− csign(x(k)) min{|x(k)|/c, |x(k)|a}|︸ ︷︷ ︸

(A)

, | sin(v)|
}
.

It follows from (18) in [14] that either (A) = 0 when
|x(k)| ≤ c

1
1−a , or (A) = |x(k)(1 − c|x(k)|a−1)| when

|x(k)| > c
1

1−a . In the latter case (A) ≤ |x(k)||1 −
c|x(k)|a−1| = |x(k)|(1 − c|x(k)|a−1) where the equality
results from 1− c|x(k)|a−1 > 0 when |x(k)| > c

1
1−a . Thus,

in both cases we have
V (x(k+1)) ≤ max{V (x(k))−cV (x(k))a, | sin(v)|}. (46)

Thus from Definition 5 that V is a max-form FTISS Lya-
punov function I for the considered system in question.

Figure 1 depicts trajectories of states of the discrete time
system (2) using different parameters (ξ = 0.5, 8, 8 and 8,
c = 2, 4, 0.5 and 2, a = 0.1, 0.5, 0.1 and 0.1). These cover
all cases of (23) in Theorem 1, as well as the trajectory
of the state of the special form (4). According to Figure
1, cases V (ξ) > v ≥ c

1
1−a and v > c

1
1−a > v need 13

and 3 rounds to drop below the upper bound, respectively,
while the theoretical time needed using (23) are 26 and 5,
respectively. One can capture (4) by choosing d(k) in (4) as
sin(v) defined in (45), and ϕ(x̄(k)) as ϕ(a) = b|a| for all
a ∈ R with |·| the Euclidean norm and b a small positive real
number such that (26) is satisfied. It can be seen in Figure 1
that the trajectory of (4) converges to zero within 12 rounds.

V. CONCLUSION

This paper has addressed the notion of FTISS of discrete
time autonomous systems. Specifically, Lyapunov functions
are provided to show the FTISS of discrete time systems,
and the relations between those Lyapunov functions are also
characterized. This paper further proves that a feedback form
of the discrete time system is finite time stable if the original
system is FTISS, and the settling time of this feedback
system is used to provide two converse Lyapunov theorems.

Our future work would be developing Lyapunov-based
small gain theorems for networked discrete time systems and
their applications in distributed algorithms with finite time
convergence, e.g., [20].
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