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On the Analytical Properties of a Nonlinear Microscopic Dynamical Model
for Connected and Automated Vehicles

Hossein Nick Zinat Matin, Yuneil Yeo, Xiaogian Gong, and Maria Laura Delle Monache

Abstract— In this paper, we propose an integrated dynamical
model of Connected and Automated Vehicles (CAVs) which
incorporates CAV technologies and a microscopic car-following
model to improve safety, efficiency, and convenience. We
rigorously investigate the analytical properties such as well-
posedness, maximum principle, perturbation, and stability of
the proposed model in some proper functional spaces. Further-
more, we prove that the model is collision-free and derive an
explicit lower bound on the distance as a safety measure.

I. INTRODUCTION AND RELATED WORKS

Traffic flow models can be categorized into microscopic,
mesoscopic, and macroscopic models depending on the scale
at which traffic is represented [1]. In this article, we focus
on microscopic models that describe the interaction between
the individual vehicles as well as with the mixed autonomy
condition. Over the past decades, various works contributed
to microscopic models [2]-[5], including optimal velocity
model (OVM) [6], [7] which cannot prevent collision, the
intelligent driver model (IDM) [5], [8] which is proven to
be unsuccessful in capturing the characteristics of CAVs,
[9], and desired measure models [10] which ignore the
communication capability of the CAVs [11].

Car-following based dynamical models [12], e.g. Optimal
Velocity Follow-the-Leader (OVFL), employ the interaction
between a singularity term (the inverse of the distance
(Ax)_l), and relative velocity, Av, to ensure a collision-free
and relatively stable behavior of solution [13]-[15]. These
models are considered as a suitable framework for CAV
dynamics; however, they ignore the desired velocity (applied
by drivers or by centralized control) which makes them less
efficient in mixed autonomy condition, [16].

With the emergence of autonomous driving technolo-
gies, e.g. Advanced Driving-Assistant Systems (ADAS) such
as Adaptive Cruise Control (ACC), Cooperative Adaptive
Cruise Control (CACC), and self-driving systems, several
works expanded microscopic models to study the behavior
of autonomous vehicles (AVs) with the goal of improving
comfort and safety for drivers, [17]-[19]. While the existing
models take advantage of the communication capabilities of
CAVs, they do not provide a collision-free framework.

In this work, we propose a novel integrated nonlinear
dynamical model of CAVs that provides a framework for
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both mixed autonomy settings (where AVs and human-driven
vehicles coexist) and CAV platooning (where AVs dynam-
ically interact). The proposed model extends the existing
literature in several directions.

In contrast to the OVFL-based models [13], [20], by
integrating a generic control, our model takes the desired
velocity into account. This creates a flexible framework
from a communication standpoint for a broad range of
control applications; e.g. designing control in micro-macro
presentation of mixed autonomy [16], [21], or acting as an
adaptive cruise control (cf. [17]) to regularize the velocity.

Next, from safety point of view, unlike the CACC and ACC
models, [17], our proposed model will be rigorously proven
to be collision-free and will not experience negative velocity.
In addition, while most of the analytical results in the liter-
ature are from control, stability, and simulation standpoints,
[22], [23], we employ a rigorous framework which allows
us to carefully study the effect of the singularity in near-
collision regions. Such a careful investigation contributes to
(i) designing efficient controls for a safe and comfortable
transition between the states, and (ii) analyzing the behavior
of the system in real scenarios in which any physical system
could be perturbed inevitably into different states due to
various perturbation forces. Using a novel approach, we show
that collision is precluded in the proposed dynamical model
which proves the efficiency of the dynamical model from the
safety point of view. More importantly, we derive an explicit
lower bound on the distance as a safety measure.

Finally, in this work, we prove several key properties
of the proposed model which are crucial in understanding
the behavior of the solution. More precisely, we propose
a novel and rigorous analysis of well-posedness and con-
struct a unique solution. The maximum principle for the
velocity is proven through the interaction of the singularity
and control terms. A careful stability study of the system
by rigorously analyzing the perturbed dynamics has been
investigated. Such analyses provide a helpful framework for
further investigation of this type of dynamical systems.

The organization of this paper is as follows. We introduce
the mathematical model in Section II. In Section III, the
analytical properties of the model are elaborated. A small
perturbation analysis of the system and the perturbed sys-
tem’s convergence to the original dynamics is discussed in
Section III-A. Some preliminary estimates on the solutions
along the trajectories are derived in Section III-B.



II. MATHEMATICAL MODEL

Let T > 0 be any fixed time horizon. For N € N, and N > 2,
we propose the dynamical model of the form:

X1 =

v =aj

Xn = vy

. . Vo—1—Vn)

Vv, = min {k"((x,ln,lli—x,,n)z + kg (xn—1 — X — TsVn), k(1 — vn)}

(Xn(O),Vn(O)) = (xn.m"n.,O)v

(D
for n € {2,...,N}. The acceleration term a; of the first
vehicle is assumed to belong to CNL™([0,T];R), x,, and v,
are the position and velocity of the n-th vehicle, respectively.
Here, k,,k;,k and 7, > 0 are constant weights that can be
calibrated to reflect the desired intensity of each term. Func-
tions u, € C([0,T]; [u,i]) are the controls (can be interpreted
as desired velocity applied by drivers or centralized control)
where 0 < u < @ < v. The constant ¥ is the maximal velocity.
The interval [u, ] is the range of the controls and is used for
analytical purposes. In the case of our proposed dynamics,
it is sufficient to analyze the system for N = 2, i.e., two
consecutive vehicles, and the generalization of the results to
N > 2 will be immediate (see Remark 3.8). Therefore, we
consider the reduced dynamics in the form of:

Xp=Vy
Ve =ay
X=v 2)

v = (Xg,X, v, V;U)
()CZ(O),X(O),W(O),V(O)) = (xf,07x07vl,07v0)7

and we consider
t
0< vt / a(s)ds << e0,T]. (3
’ 0

In particular, Eq. (3) implies that the leading vehicle is mov-
ing within the speed limit and with bounded acceleration.
Moreover, the acceleration map (x,x,vs,v) € R? x RZ —
o (x¢,x,vp,v;u) € R is defined by

JZ%(X[,X,V@,V;M) d:ef

- 4
min{k,,(wv) +kd(xgx1}v),k(uv)}. @

(x¢ —x)?
Figure 1 shows the trajectory of the proposed dynamics
with two different initial data.

Remark 2.1: Before we move to the analytical results, let
us briefly elaborate on the motivation of the proposed model
by comparing (4) with the corresponding terms in the CACC
and OVFL dynamics. We recall that in the CACC model,
[17]:

¥ = min {kaawrkv(ve ) +kd(ngxfl“(v)),k(u7v)}, )

where, I'(v) def rnax{2, (5 — d'—[) vz,rsv}, d and d, are con-

stants explaining the acceleration/deceleration capabilities of

the corresponding vehicles. For the OVFL dynamics

ve—v
Y = ky— 5 +ka{V(x¢—x)—v},

(xe —x)
where V (x) = tanh(x — 2) +tanh(2), x € R is known as opti-
mal velocity function, [13]. Figure 2 compares the proposed,
OVFL and CACC for two sets of initial data.
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Fig. 1: Trajectory of the Proposed Dynamics. Parameters: k, =1, k; =
02, k=03, 7=14,u=19, T =100, a; = 0. Initial Conditions: (Left)
(X¢,0,X0,V0,0,V0) = (5,0,1,0); (Right) (x,0,%0,V,0,V0) = (0.1,0,1,1.485). The
gray line shows the collision.
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Fig. 2: Trajectories of proposed, OVFL, and CACC. Parameters and Initial
Conditions same as Fig. 1. The gray line shows the collision. Observations
from numerical experiments show that depending on the initial condition,
the proposed model enjoys faster convergence to the equilibrium point in
comparison with OVFL and CACC.

The right plot of Figure 2 shows that CACC model
cannot prevent collision. More importantly, CACC can create
negative velocity at extreme cases. Such a critical issue
in this model can be traced back to I'(v). More precisely,
considering the case where the distance x; —x as well as the
velocity function v are sufficiently small, the acceleration
term (5) can encourage deceleration due to the fact that
I'(v) > 2, which results in negative velocity. In the proposed
model, we modify the dynamics of acceleration to prevent
collision and negative velocity. o

III. ANALYTICAL RESULTS

In this section, the analytical properties of the dynamical
model (2) will be elaborated. Let us start by introducing
some notations.

Notation 3.1: Let % CRy and W CR,ueLl (%),
I<p<ooand 1 <g<eo. Then, u e WPI(% ;W) if 2% €
LU W) for a € {0,---,p}, where PFu is the k-th weak
derivative of u; see [24] for more detail on Sobolev spaces.

In this paper, we consider ¢>-norm for vectors. For a set
QCR", neN, C(Q) and C'(Q) denote the space of contin-
uous and continuously differentiable functions, respectively.
By AC(% ;%) we denote the class of absolutely continuous
functions on % with values in % . The boundary of a set Q
is denoted by JQ. o

Definition 3.2: Given T > 0, v € R, and the initial con-
dition (x¢.0,X0,V¢0,Vo) € &, With the state-space defined by

yd:ef{(xl,xz,vl,vz) GszRi ix1—xp > 0,v1,m € [0,\7}} 6)



the (x¢,x,ve,v) € WH((0,T);.#) is the solution of (2), if
for t € [0, T] satisfies Eqns. in (2) in the integral form. Note
that the Definition 3.2 implies (x7,x) € W>=((0,T);R?).

Remark 3.3 (Justification of the solution space): The
solution to (2) in the classical sense only locally exists, and
the extension of the solution to a larger domain will lose
some regularity. In particular, as reflected in the Definition
3.2, for the vector-valued solution ¢ — (xz,x,vg,v)(t) of
(2), we expect to show that (x;,x) € C'((0,T);R?), while
(ve,v) € AC(]0,T];[0,7]?) and a.e. differentiable. In other
words, in this paper, the solution of (2) is understood in the
generalized (integral) sense.

In addition, the function spaces provide a proper framework
to understand the behavior of the solution in more general
state-spaces. The choice of W!*(0,T) is justified by the
application, in particular the boundedness of the solutions.o

Theorem 3.4 (Well-posedness): We consider a fixed T >
0. The dynamical model (2) has a solution in the sense of
the Definition 3.2. In addition,

ky

— >0, (7
Vo + Hkg + f*

([ —x||L°°(o,T) >
for some constant H = H(T) > 0 where, h, = Xf,0 — Xo.

Proof: For coherency of the presentation, we need
to prove several results along the way. The main idea is
first to show that the solution exists in a specific domain
uniquely. Then, using proper analytical tools we gradually
extend the solution to larger domains. Let t =7, be the
initial time. Fix a constant § € (0,min{1,x/, —x,}), such
that (x/0,%o,V¢0,Vo) € =(8), where we define the compact set

—_ def
&= {(xl,xz,W,Vz) eR*xR::

X1 —x2 € [8,1/8],x2 € [—1/8,1/8],v1,v2 € [0, v]}, 8

i.e., the initial data is located in a compact domain. For
analytical purposes, we consider the vector presentation of
2):

(%,9)T = B(,x,viu) = Bt x,xveviw), ()
where the vector-valued function (x,v) € .7 — B(t,x,v;u) €
R* is defined by the right hand side of (2). The
vector-valued function % is Lipschitz continuous on =(%)
since given any two functions f; and f», min{fi, fo} =
%(fl + fo—|f1 — f2|). Therefore, if f; and f, are Lipschitz
continuous, then |f; — f>| and hence min{fj, f>} will be so.
For any two points (x,v),(y,w) € 2@, by properties of ay
(see (3)) we can show that ¢ — (¢, X, v;u) is continuous and

18(2,%,v;u) = By, W) | 2 sy < Keo) [[(%,¥) = (v, W)l 2 e

for some (Lipschitz) constant K (s and where the inequality
follows by compactness of Z(&).

Let (£0,Xo,Vo) € [0,T) x int (£(9)), interior of set Z(8), be the
initial condition. By Picard-Lindeldf theorem, the solution

(x® v e ¢ ([[O,to T g];a@), where

A 1
€ gmin{(x°’v°)7 },
M Ky

(10)

uniquely exists. Here,

M sup { 1B (1%, V:0)l| 2 gy = (1,%,V) € [10,T] z@} ,

K (s) is local Lipschitz constant of function % and

Aoy Eint{ (%6, v0) = (v W) 2 : (v, w) € 92D},
i.e., the distance of the initial point to the boundaries of
set 2@ It is noteworthy that by compactness of =@ the
infimum term in (11) is well-defined. This completes the
proof of the well-posedness of a local solution. To prove
Theorem 3.4, we need to construct the solution beyond the
compact set =8 This is the subject of the next theorem.

1)

Theorem 3.5 (Extension of solution): The solution to the
system (2) uniquely exists on the domain .¥ (defined in (6)).

Proof: [of Theorem 3.5] Due to the structure of the
problem and the explicit form of =) (see (8)), the extension
of the solution to the entire domain is non-trivial. Canoni-
cally, we start with investigating the extension of the solution
to the boundaries 0% of Z¢). To do so, we define

@ Sintfs > 1, (x(0),v (1)) € 2@},

as the first time that the solution approaches the boundaries.
Therefore, as t — ’c@, € — 0 (see (10)). This implies

. def . .
that, on the interval .# = o, min T@,T , 1.e., before

approaching the boundaries of =) the previous discussion
of existence and uniqueness of the solution is directly appli-
cable. If 7(9) > T, then the existence of a unique solution on
[0,T] x .7 follows immediately since the solution remains in
int(29) for all 1 € [t,,T].
So, it suffices to consider 7(®) < T. It should be observed
that, in this case, since the solution (X@,V@) is uniformly
continuous over the interval .#, it can be extended contin-
uously to r = 7(®), and hence the solution over [t,, (9] is
well-defined. To extend the solution (x(&),v(®)_ its behavior
at the boundaries, i.e., at t = 7(8) needs to be understood
carefully. Let 0 < & < 8 and by the definition (8), (&) c =(®)
and hence, B
x® (9 e ,-n,(,rx(ga)))’

where m, (2(%)) is the projection of (%) on the x-coordinates.
On the other hand, if the solution v(® hits the boundary
{0,v} then beyond the boundary the solution is physically
infeasible as either the velocity is negative or will surpass
the maximum possible. Mathematically, this implies that if
v@(r@) IS 87IV(E@), then € =0 (see (10)) and the solution
cannot be extended in the same way. The next result shows
that the velocity function remains in the admissible range and
hence we can extend the solution beyond the boundaries.

12)

Lemma 3.6 (Maximum Principle): Fix 6 > 0. Define

def

A =A{(x,v) €[8,1/8] x (0,9)}. (13)



Then, .# is invariant over [f,,7(®)] along the trajec-
tory (x©® v(®) starting from (x,,v,). In other words, if
(x(t,),v(t,)) € A, then (x(¢),v(r)) € A for t < ().

Proof: [of Lemma 3.6]. The proof is by contradiction.

In particular, let us suppose on the contrary that the velocity
function vanishes, i.e.,

lim v (1) = 0.

170 (1
In this case, the continuity of the solutions (see the Definition
3.2), the definition of t(®) and the fact that v(®) > 0 on
[to, T (5)) imply that there exists a ¥ < (%), such that v(¢) <0
on [%, (8 ) (i.e., v decreases on this 1nterval) Considering
the dynamics in (4) and by the definition of the control,
u—v® >0 for sufficiently small v(®)_ On the other hand,
by (14), and since xf) %) > 6 on ./, we may choose T
properly such that W8 < () @ )/. Hence, in both cases,
for sufficiently small v@, v(®) > 0 which contradicts (14).
The case of V(&) (1(®) =y is precluded by the range of

control function u. This concludes the proof of Lemma 3.6 B
Lemma 3.6 and (12) in particular ensures that
(x® (£(9), v (7)) € jnr(®),

where & < § and hence can be considered as the initial value
for the dynamic model (2) in the larger set =(%). Therefore,
by (10) the solution can be extended uniquely over this
compact set. In particular, we should be able to continue the
solution in the same way. Formally, to complete the proof of

Theorem 3.5, we note that
7= {3@

i.e., the increasing collection {E(

:§>O},

3): 5 >0} covers the state-
space .. Collecting all together, the solution of dynamical
model (2) can be extended to .¥ in a unique way. That is,
the solution is well-posed before any collision happens. In
other words, formally, we have proven the following result:

Corollary 3.7: Let us define
T Yinf{t > 1, : x0(t) — x(t) = 0}

i.e., 7 is the collision time. Then, the dynamics (9) has a
unique solution on [0,.7).

15)

This completes the proof of Theorem 3.5. [ ]

So far, the well-posedness is proven for any time before the
collision. From here on since the solution does not depend on
any set Z(®), we drop § and the solution is denoted by ¢ —
(x(1),v(2)). To complete the proof of Theorem 3.4, hence,
we need to show that the collision does not happen over
[to,T]; in other words, we need to show that .7 > T.

To do so, we will use the properties of the dynamic model
(2) to prove that the distance cannot be less than an explicit
threshold. More precisely, we have that

ve(t) —v(t)
(xe(7) = x(1))?

Vo) —v(t) > ap(t) —ky — kg (e () —x(7)

—1(t)).

Integrating both sides, we can write
ve(t) —v(r)
t t
> (Voo — Vo —|—/ ag(s ds—kd/ (xe(s) —x(s) — Tev(s))ds
0
& / S Ve—v

_ (%_VOH /0 a0(s)ds — kg /O ' (v0(s) —x(s) — Tov(s))ds

e (Xé(t)l

1
—x(t) X0o xo> '

Now, let us define A(r) d:efx[(t) —x(t). Then, we have

t ! t
h(t) 2\/570—\/0—1—/ ag(s)ds—kd/ h(s)ds—f—kdz's/ v(s)ds
0 0 0

+k(h(1t)—hl)

Now, we continue the proof with contradiction. In particular,
we assume that .7 < T, i.e., the collision happens before the
time horizon T. Then, there exists a time  and & > 0 (see
(18)) defined by

fd:efsup{ze(to,ﬂ):xg—x>h}. (16)

In other words, xp —x < h on [{,7). By Corollary 3.7
the solution ¢ — (x(),v(r)) exists over [0,.7). Noting that
h:]0,7) — R, is continuous by the Definition 3.2, it is
bounded over the compact set [0,7]. In addition, by the
definition of 7, A(t) < h on [{,.7). Putting all together, the
function £ is integrable over the time interval [0,.7). In other
words, there exists H > 0 such that

s
/ h(s)ds <H.
to

In addition, vy (1) = vyo+ J as(s)ds > 0 and ks [y v(s)ds >
0, Vt €10,.7). Thus, we have,

. k, k,
h(t) > —vo —Hky; — — . 17
(t)>—v d hoJrh(l‘) o))
Let us define
k k
A mind — = b= —— (18)
V0+de+ﬁ V0+de+hfz

where o % x,, — x.. Then, (18) and (17) imply that

h(t) >0,vt € [{,.7).

In other words,
inf Ah(t) > h,
telf,T7)
which by continuity of 4(-) on [t,,.7) is contradiction to the
assumption .7 < T. Thus, .7 > T and by Corollary 3.7, the
solution of (2) uniquely exists on [t,,T].

Finally, if the solutions (x;,x,vy,v) exist in the sense
of the Definition 3.2, then they belong to a class of ab-
solutely continuous functions and hence continuous and
bounded on [0,7]. In addition, v(¢) = &/(x,v;u) a.e. and



| (%, viu)| 0.7y < [ =Vl[1=(0,r) < oo This in particular
implies that (x,v) € W'=(0,T;.%).

The last step is to investigate the continuous dependence
of the solution on the initial data in a uniform topology. By
construction of the solution, in particular the boundedness
of vy and v, the boundedness of x; and x over [0,T] and
subsequently the Lipschitz continuity of (x,v) — Z(t,x,v;u)
follows. Let ¢ aef (x,v) and u/d:ef (y,w) be the solutions
of the dynamical model (2) with respect to the initial data
0o = (X0, Vo) and Y, = (yo, W), respectively. Then, using the
Lipschitz continuity and the Gronwall’s inequality, we have

10— Wl 0.7) < 190 — Woll2(rey exp{CLT}, (19)

where Cy is Lipschitz constant of function 2. This completes
the proof of Theorem 3.4 (Fig. 3 illustrates the concept in
two cases). |

Remark 3.8 (Collision and Generalization): Proof of
Theorem 3.4, particularly (7), shows that in the dynamics
(2), the collision does not happen. Since the velocity v, and
acceleration a, are considered as general time-dependent
dynamics, the result can be immediately extended to the
case of dynamical model (1). o
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Fig. 3: Different cases with initial conditions being close (0, 0.05, and
0.1). Parameters same as Fig 1.

A. Perturbation and Stability

In this section, we study the behavior of the dynamical
model (2) in the presence of a small perturbation in the
leader’s velocity. The main goal of such studies is two-
fold. The small perturbation method provides a framework
to study the stable behavior of the solution along the tra-
jectory. In addition, no physical system is isolated from
noise. Therefore, as the behavior of the perturbed systems is
unknown, proving that the perturbed system remains close
to the original dynamic for small perturbations, provides a
proper estimation on the behavior of the perturbed dynamics.
In particular, we consider

ve(r) =a(t) +eg(t),

for some € > 0, where g() is a perturbation function, and
the solution of the perturbed dynamics (20) is denoted by
(x7,x%,v5,v8); cf. (2).

Theorem 3.9: Let g € C([0,T];R) be the perturbation
function which satisfies

(20)

I8loor < & (F-vee—larlon), @D

def def
for some & > 0. Let £€ < x; —x% and {* = v —vE, where
(x7,x%,v7,v%) is the solution to the perturbed dynamics (20)

for any € < &,. Similarly, let & d:efx[ —xand { def ve—v where
(x¢,x,vg,v) is the solution to the dynamical model (2). Then,

1(E5,¢5)T = (&, g)T||Lm(0_T) =0 ,ase—0. (22)

Proof: Eq. (21) ensures that the leading velocity in the
presence of the perturbation does not violate the maximum
speed v. In particular, by the maximum principle in Lemma
3.6, we conclude uniform boundedness of the form

sup sup |CE(¢)| < V. (23)

£>07€[0,T]

Furthermore, using the dynamics of (20), we have that

G0 =L [ (€0 ¢ s+ [ alsldse [ g(o)as.

By (21) and consequently dominated convergence theorem,
the last integral term vanishes as € — 0. Hence, by Theorem
3.4, we can pass the limit as € — 0 and we get
t t
sup [G8(1) — (CO—O—/ ag(s)ds—/ lsz{(ég(s),gs(s);u)ds) ‘ —0.
t€[0,7] 0 0

A similar argument provides a similar result for &°€.
Therefore, to conclude that (£%,8¢) — (&£,&) in uniform
topology, we need to show that the limit of {¢ and &°¢

as € — 0 exists and then by continuity of <7 the result

follows. To this end, let us define .# d:ef{(ée, {8 :e>0}C

C([0,T];IR?) such that (&€, L) is the solution of the dynam-
ical model (20) (when written in the difference form). In
addition, (23) invokes the Arzela-Ascoli theorem, and hence
A is totally bounded (precompact) in the Banach space
(c([0,T];R?), J|I.); the uniform topology. Therefore, any
sequence {(&% §%):n e N} in which g — 0 as n — oo,
has a convergent subsequence with the limiting function
(&,8) € C([0,T];R?) which clearly satisfies the dynamical
model (2). The existence of a unique solution by Theorem
3.4, on the other hand, proves the claimed result (22). |
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Fig. 4: Perturbation of the Leading Vehicle’s Velocity. Parameters same
as Fig. 1, except T = 60. Here, (x/0,X0,V¢0,V0) = (2.05,0,1.4,1.3). The
subplot focuses on near the sink: sup,¢jo 77 [6€(¢) — £(t)] =49 x 10~* when
e=1.

Figure 4 illustrates the perturbation of the leading ve-
hicle with constant velocity with a perturbation function
constructed from various functions in increasing, decreasing,
and periodic form to capture the behavior of the perturbed
dynamics for several € values.

B. Primary Estimations of Solution

In this section, we derive some estimates on the solu-
tions of the dynamics (4) along the trajectories; i.e., time-
dependent bounds which will provide more information
about the behavior of the solution. Consider the dynamics



governed by (2), the following vehicle’s acceleration is
bounded below by

(ve—v)
(x¢ —x)?

> —max{% —|—kd’cs,k} v,

V:min{kv +kd(xg—x—fsv),k(u—v)}

(24)

where A as in (18) and control term u € C((0,7);[u,d]).
Considering (24), one can prove by contradiction that for
any ¢ € [0,7] and the initial velocity v,

def — max{ %-defs,k}t
e .

= Vo

v(t) = /(1) ’
Next, we derive the corresponding upper bound. Using
Lemma 3.6 and (25) and some algebraic manipulations, for
any ¢ € [0,T], we have that

(25)

{*k” kT A}t
—max{ kg ok
def B I

(1) < h(1) = ho + 7 +vo —lﬁm{%wﬁx}

(26)
Using (4), Lemma 3.6, (7) and (26), we can write

v(¢) < min {—kd‘rsv(t) +kgh(t) + kvhjz, —kv(t) + ku(r) } )

and hence, for any ¢ € [0,7]

_ r
v(t) < ¥(1) % hin k/ ek(“’)u(s) ds+vee ™™,
0

. . _

/ P (kdh(s) + kvhlz) ds+ voe ka®! 27
0 n

Figure 5 illustrates the bounds (25) and (27). We have used

a simple calibration to tighten the bounds. The optimal

calibration of the constants determines the tightness of these

bounds and is outside the scope of this paper.

me=_ Proposed Dy
= =+ Lower Bound
= Upper Bound

Fig. 5: Bounds on the follower Vehiclg’s velocity. Parameter same as Fig.
1 except T = 10. Initial Conditions: (x.,Xo,Vs0,vo) = (1,0,0.1,0.5).
IV. CONCLUSIONS AND FUTURE WORK

A nonlinear dynamical model was considered in this paper.
We rigorously proved the well-posedness in some functional
spaces. The bounds along the trajectories of the solutions
are established. It is evident that depending on the initial
conditions, calibration of parameters can remarkably improve
these bounds. A comprehensive study of such calibration will
be a future work. Finally, we have shown that under a small
perturbation, the behavior of the dynamical model remains
close to the original dynamics. This shows the stability of
the solution as well as a proper estimation of the solution in
the presence of a small perturbation.
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