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Abstract— This paper proposes a distributed model predic-
tive controller (DMPC) that utilizes the alternating direction
method of multipliers for the thermal energy management
system of a battery electric vehicle. The system comprises a
heating, ventilation, and air conditioning unit along with a heat
pump. Comparison of the optimal results from a centralized
model predictive controller (MPC) and DMPC with those
obtained through a rule-based strategy indicate that both the
centralized MPC and DMPC deliver energy savings of 9.85 %
and 2.21 %, respectively.

I. INTRODUCTION

The road transport industry plays a significant role in
achieving the goal of net zero CO2 emissions by 2050, given
that it currently contributes 16 % of global emissions [1].
One of the primary solutions to reduce emissions is through
the use of zero-emission vehicles (ZEVs). Several countries
have already taken measures to facilitate the deployment of
ZEVs. For example, the United States has set a target of 50 %
of light-duty vehicle (LDV) sales being electric vehicles by
2030, while Canada aims to achieve 100 % ZEV LDV sales
by 2035. The European Union has mandated that all new
cars and vans sold from 2035 to be ZEVs [1]. Among ZEVs,
battery electric vehicles (BEVs) are considered the future of
passenger vehicles.

A long driving range is a highly desirable feature for
prospective buyers of BEVs. However, the limited driving
range, which can lead to range anxiety, is a significant
concern for non-BEV owners considering a purchase [2].
Although fitting a larger battery may seem like an attractive
solution to this issue, it is not a practical option. Doing
so would significantly raise the cost, potentially making
BEVs less cost-competitive when compared to conventional
vehicles. A more cost-effective approach to increasing the
driving range is to enhance the system efficiency, which is
directly related to reducing energy consumption.

After traction energy, thermal energy management (TEM)
system is the second most significant energy consumer in
BEVs. The main goal of the TEM system is to meet
the thermal demands of the passenger cabin, battery, and
electric drive (ED). The TEM’s energy consumption becomes
prominent in harsh weather conditions, which may result in
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reducing the electric range by 30-35 % [3]. In addition to
decreasing driving range, high energy consumption can also
increase the number of charging and discharging cycles of
the battery, also known as cycle aging. Thus, high system
efficiency can also reduce battery degradation and prolong
the battery’s life during operation.

Several studies have investigated ways to reduce ther-
mal energy consumption in BEVs, mostly focusing on
component-level improvements for the battery thermal man-
agement system (BTMS) [4–6] and the heating, ventilation,
and air conditioning (HVAC) system [7–13]. While some
studies have examined integrated systems, such as [14, 15],
they do not reflect the current setup of modern BEVs, which
incorporates the HVAC and a heat pump into the TEM
system. The system is designed to allow thermal energy
transfer between the cabin, battery, and electric drivetrain,
which enables the utilization of heat losses from the battery
and electric drivetrain. Studies have shown that this setup can
be more energy efficient than the conventional system [16–
19]. The Tesla Model Y, Polestar 2, and Volvo XC 40,
among other modern BEVs, are equipped with a similar TEM
system that utilizes an HVAC with a heat pump.

Optimization methods have shown promising results in
reducing energy consumption in BEVs. In [6] Pontryagin’s
maximum principle is investigated to optimize the BTMS.
Model Predictive Control (MPC) has emerged as a promis-
ing method for energy-optimized control of automotive air
conditioning systems [7, 8, 11, 14, 15, 20]. However, in [7,
8, 11, 15, 20], the MPC method is only utilized for the
HVAC system rather than for a complete thermal system.
One of the challenges in using MPC to control the complete
TEM system is the computational demand that arises due to
complexity and nonlinearities in the TEM system, making it
difficult to operate in real-time in automotive control units.

To reduce computational demand, the authors in [14] pro-
pose a decentralized MPC approach for solving the BTMS
and HVAC system in a hierarchical manner. However, the
results showed that this approach led to a cabin temperature
that was 1.5 °C higher than the centralized solution and the
battery cooling rate was slow. Additionally, the study steered
the battery temperature towards a reference temperature
that is not necessarily the optimal battery temperature that
minimizes energy consumption subject to temperature limits.

To address the above mentioned shortcomings, this article
pioneers the integration of a distributed model predictive con-
troller (DMPC) into the novel TEM system that comprises
the battery and HVAC with a heat pump system. The pro-
posed approach utilizes a DMPC that employs the alternating
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Fig. 1. An architectural overview of the CEVT thermal energy management
system (CTEM). The CTEM comprises three circuits: battery coolant (blue
circuit), electric drive coolant (yellow circuit), and refrigeration coolant
(green circuit). EXV refers to the electronic expansion valve, WCC stands
for water cooled condenser and Evap and Cond denote evaporator and
condenser, respectively.

direction multipliers method (ADMM) to solve the DMPC
problem separately for each subsystem (battery and HVAC)
with local information about the other subsystem in order
to find optimal operating points for the system for a given
scenario. The HVAC subsystem’s objective is to minimize the
energy consumption of its actuators and track the deviation
between the cabin air temperature and the comfortable tem-
perature for passengers. The battery subsystem’s objective is
to minimize its actuator’s energy consumption and regulate
battery temperature. This implementation method simplifies
the process of addressing nonlinear problems by facilitating
parallel computations across different electronic controller
units within the vehicle, enhancing its suitability for real-
time implementation and potentially reducing computation
time.

We apply the optimal controller to a novel architecture
developed by the China Euro Vehicle Technology AB, which
has some unique features compared to commonly used
HVAC and heat pump systems. In particular, the refrigerant
loop of the novel system has the potential to be more energy
efficient due to the ability to operate in an exhaust heat pump
mode [21] – a feature that, e.g., Tesla vehicles do not yet
possess.

The paper is organized as follows: Section II introduces
the modelling and problem formulation. In Section III, de-
composition of the coupled system and ADMM algorithm is
presented. Results from solving the problem in a distributed
and centralized manner are discussed in Section IV. Finally,
Section V draws conclusions from the study and discusses
future work.

II. MODELLING AND PROBLEM FORMULATION

China Euro Vehicle Technology AB has developed a novel
architecture for a battery electric vehicle thermal energy
management system (CTEM), as illustrated in Fig. 1. The
CTEM system is comprised of three circuits: a battery
coolant circuit, an electric drive (ED) coolant circuit, and
a refrigeration circuit. The battery coolant circuit includes

a battery pump, a cooling plate located beneath the bat-
tery pack, and a chiller that transfers heat energy between
the coolant and refrigerant circuit. The refrigerant circuit
comprises a compressor, a water-cooled condenser, an air
condenser, an evaporator, and two expansion valves. The
ED coolant circuit consists of a radiator, an electric motor,
and an ED coolant pump. Additionally, the CTEM system
is equipped with two 4-way valves, enabling thermal energy
exchange between different circuits.

This study focuses on a harsh cool-down scenario where
the ambient temperature exceeds 45 °C. In this scenario, the
battery and cabin are actively cooled using the chiller and
the evaporator, respectively, while the ED is passively cooled
with the assistance of the radiator. The position of the valves
are fixed for the entire drive cycle. The ED circuit is not
considered in the study, and the ED coolant temperature and
flow rate at the water-cooled condenser inlet are assumed to
be at a steady-state. The optimization technique presented
in this study utilizes the nonlinear continuous model for
the CTEM system in this configuration, which was derived
in [21].

The CTEM system in the studied configuration consists of
two dynamically coupled subsystems: the battery subsystem
and the HVAC subsystem. The cooling rate of the battery
is influenced by the coolant temperature at the outlet of the
chiller, which is determined by the refrigerant temperature
at the inlet of the chiller. Additionally, the refrigerant tem-
perature at the compressor inlet depends on the amount of
thermal energy absorbed by the refrigerant from the coolant
in the chiller, which is determined by the battery temperature.

A. Battery and HVAC subsystems

The nonlinear dynamics of the battery subsystem are
expressed as

ẋb = fb (xb, ub, xcs , uc, d) , (1a)

xb =
[
SOC Tb

]⊤
, ub =

[
Wcl

]
, (1b)

where xb is the battery state vector consisting of the battery
state of charge SOC and the battery temperature Tb, ub

is the control vector consisting of coolant mass flow rate
Wcl, xcs is the subset of HVAC subsystem state vector
consisting of refrigerant temperature Tcin and pressure pcin at
the compressor inlet, uc is the HVAC subsystem control input
vector and d is the deterministic disturbance that includes
traction power demand. The battery subsystem also includes
the compressor and heat exchanger models from the HVAC
subsystem. The battery subsystem utilizes information from
xcs and uc to compute the refrigerant inlet temperature at
the chiller.

Notice that variables’ dependency on time t and planning
along the horizon τ ∈ [0, T ] is omitted in the notation for
the sake of simplicity, except later in (9), when the entire
problem is summarized. Additionally, in the remainder of
the paper, constants are represented with an underline for
ease of identification.
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The nonlinear dynamics of the HVAC subsystem are
expressed as

ẋc = fc (xc, uc, xbs
, ub) , (2a)

xc =
[
Tca Tsrf Tm Tcin pcin

]⊤
, (2b)

uc =
[
∆pe Wc Wac Wae Wrc

]⊤
, (2c)

where xc is the HVAC state vector consisting of cabin
air temperature Tca, cabin interior surface temperature Tsrf ,
cabin interior mass temperature Tm, refrigerant temperature
Tcin and pressure pcin at the compressor inlet, uc is the
HVAC control vector consisting of pressure drop across
the expansion valve ∆pe, refrigerant mass flow rate at the
compressor Wc, air mass flow rate at the condenser fan Wac,
air mass flow rate at the evaporator fan Wae, Wrc refrigerant
mass flow rate at the chiller, Wrc, and xbs

= Tb is subset of
the battery state vector.

B. Problem formulation

The goal of the TEM system is to minimize energy
costs related to the battery and HVAC subsystems. The cost
function for the battery subsystem can be expressed as

Jb(·) = Vb (xb) +

∫ t+T

t

(
Pbp (Wcl) + pbδ

2
b

)
dτ, (3)

where (·) is a compact notation for a function of multiple
variables, Vb

(
xb

)
is the terminal cost for the battery subsys-

tem, Pbp is the power consumption of the battery coolant
pump, δb is the slack variable used to soften bounds on the
battery temperature, and pb is a coefficient that is tuned to
penalize violations of battery temperature bounds,

Tbmin
≤ Tb ± δb ≤ Tbmax

, (4)

where Tbmin
and Tbmax

are minimum and maximum battery
temperature, respectively. The relaxation of the temperature
bounds is especially important in hot climate conditions
when the initial battery temperature could be above the
allowed limit.

The cost function for the HVAC subsystem can be ex-
pressed as

Jc(·) =Vc (xc) +

∫ t+T

t

(
Pcomp (Wcom,∆pcom) + Pfev (Wae)

+ Pfco (Wac) + pca(Tca − Tcaref )
2)
)
dτ,

(5)

where Pcomp, Pfev and Pfco are the power consumption of the
compressor, evaporator fan and condenser fan, respectively,
Tcaref is a reference cabin air temperature, pca is the penalty
on the deviation of the cabin air temperature from the
reference, and Vc

(
xc

)
is the terminal cost for the HVAC

subsystem.
The terminal cost for both subsystems is a quadratic

function expressed as

Vi

(
xi

)
= δx⊤

i Pi δxi, i ∈ [b, c] (6)
δxi = xi − xi,sp (7)

where Pi > 0 is the solution to the Discrete Algebraic Riccati
Equation (DARE) [22] obtained by linearizing the nonlinear
subsystems around setpoints, such as xi,sp.

The two coupled subsystems can be equivalently written
in the centralized form

ẋ = F (x, u, d), (8)

F =
[
f⊤
b f⊤

c

]⊤
, x =

[
x⊤
b x⊤

c

]⊤
, u =

[
u⊤
b u⊤

c

]⊤
.

The optimization problem can now be formulated as

min
u,δb

V (x(T )) +

∫ T

0

J (x(τ), u(τ)) dτ (9a)

s.t. ẋ = F (x, u, d) , x(0) = x0 (9b)
x ∈ [xmin, xmax], (9c)
u ∈ [umin, umax], (9d)

g
(
x, u

)
≤ 0, (9e)

where

V =
∑

i∈[b,c]

Vi(xi), J(x, u) =
∑

i∈[b,c]

Ji(xi, ui),

x0 is the initial state and g(x, u) represents all inequality
constraints that ensure safe operation of the CTEM system.
The states and control inputs are subjected to upper and lower
bounds as expressed in (9c) and (9d).

III. DISTRIBUTED MPC

It can be noticed that the cost function (9a) of the
CTEM system is separable, but coupling between the two
subsystems exist in the dynamics (9b) and general inequality
constraints (9e). The aim of this section is to decouple the
subsystems and then solve the CTEM system in a distributed
manner, using ADMM.

A. Decomposition into subsystems

One way to separate the coupled dynamics of the two
subsystems is by incorporating a vector of local copies of
the coupling state and control variables in each subsystem
[23]. Let

lb =
[
lT lp l∆p lwc

lwac
lwae

lwrc

]⊤
, (10)

lc =
[
lbT lwcl

]⊤
, (11)

denote the local copies in the battery and HVAC subsystem,
respectively. Here, lT, lp, l∆p , lwc

, lwac
, lwre

are the
local copies of Tcin , pcin , ∆pexv, Wc, Wac, Wae and Wrc

respectively, while lbT and lwcl
are the local copies of Tb

and Wcl, respectively. The battery subsystem is coupled with
the Tcin and pcin states and ∆pexv, Wc, Wac, Wae and Wrc

control inputs from the HVAC subsystem, so lb consists of
local copies of these variables. Similarly, the local copy lc
for the HVAC subsystem consists of local copy of the battery
temperature Tb and Wcl. Then, the dynamics of the battery
(1a) and HVAC (2a) subsystems can be rewritten as

ẋb = fb (xb, ub, lb, d) , (12a)
ẋc = fc (xc, uc, lc) . (12b)
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Fig. 2. Illustration of the interdependent subsystems of the CTEM system,
with local copies denoted as lb and lc utilized to decouple the coupled
subsystems. The coordination variable z is employed to bring the local
copies into consensus with the true values of each subsystem.

and inequality constraints (9e) can be rewritten as
gb(xb, ub, lb) ≤ 0 and gc(xc, uc, lc) ≤ 0.

As the two subsystems now include only copies of the true
variables of the other subsystem, a form of negation between
the subsystems is needed until consensus is reached on a
common value of the local variables [24]. The negotiation is
here achieved by introducing coordination variables for each
of the local copies

z =
[
zbT zwcl

zT zp z∆p zwc
zwac

zwae
zrc

]⊤
and imposing consistency constraints

zbT = Tb, zT = Tcin , zp = pcin , z∆p = ∆pe, zwae = wae

zwc = Wc, zwac = Wac, zrc = Wrc, zwcl
= Wcl,

(13a)
zbT = lbT, zT = lT, zp = lp, z∆p = l∆p, zwc = lwc ,

zwac = lwac , zrc = lwrc zwcl
= Wcl, zwae = lwae .

(13b)

The overview of the coupled subsystems, including local
copies of variables and coordination variables shared be-
tween the two subsystems, is illustrated in Fig. 2.

B. ADMM algorithm

The ADMM algorithm can be now be applied in a
general setting. It is configured to minimize an augmented
Lagrangian for (9),

Lρ(·) = Jb(·) + Jc(·) +
9∑

i=1

∫ T

0

(
λz(i)

⊤ (z(i)− wz(i))

+
ρ

2
(z(i)− wz(i))

2
+ λl(i)

⊤ (z(i)− l(i))

+
ρ

2
(z(i)− l(i))

2 )
dτ,

(14)

where the consistency constraints (13a) and (13b) are
adjoined to the cost function (14) by the means of dual
variables vectors λz and λl associated to the each consistency
constraint. In addition, the consistency constraints are
penalized using penalty parameters ρ > 0. Here, wz =[
Tb Wcl Tcin pcin ∆pe Wc Wac Wae Wrc

]⊤
,

are stacked state and control variables involved in the
consistency constraints (13a) and l =

[
l⊤c l⊤b

]⊤
, are

stacked local copies of both subsystems involved in the
consistency constraints (13b).

The augmented Lagrangian (14) can be assigned as the
cost function to each subsystem individually. The optimiza-
tion subproblem for the battery subsystem can be formulated
as

min
ub,lb,δb

Lρ (xb, ub, lb, z, λz, λl) (15a)

s.t. ẋb = fb (xb, ub, lb, uc, d) , xb(0) = xb0 (15b)
xb ∈ [xbmin , xbmax ], (15c)
ub ∈ [ubmin , ubmax ], (15d)
gb (xb, ub, lb) ≤ 0, (15e)

where gb(·) are the general inequality constraints associated
with the battery subsystem.

Similarly for the HVAC subsystem the optimization sub-
problem can be formulated as

min
uc,lc

Lρ (xc, uc, lc, z, λz, λl) (16a)

s.t. ẋc = fc (xc, uc, lc, ub) , xc(0) = xc0 (16b)
xc ∈ [xcmin

, xcmax
], (16c)

uc ∈ [ucmin
, ucmax

], (16d)
gc (xc, uc, lc) ≤ 0, (16e)

where gc(·) are the general inequality constraints associated
with the HVAC subsystem.

The optimization subproblems (15) and (16) can now be
solved in a distributed manner using the separable augmented
Lagrangian (14) [24].

The ADMM iterations consist of a minimization step for
the primal variables ub, uc and local variables lb, lc, a
minimization step for the coordination variables z, and an
update step for the dual variables λz, λl. The z coordination
variable minimization step can be analytically solved, as z
is not involved in the system dynamics (12a), (12b). The z
minimization step for kth iteration can be expressed as

zk+1 =
1

2

(
wk+1

z + lk+1 − 1

ρ

(
λk
z + λk

l

))
. (17)

The convergence of the ADMM algorithm is determined
by evaluating the progress of z, λz, and λl between two
iterations, which is a direct measure of the residual of
the consistency constraints (13). This is achieved using a
stopping criterion based on the norm of the current iteration
xz and a constant e > 0 [23]. Selecting the appropriate value
of e can help achieving the desired accuracy, however, a
lower value of e requires more iterations.

Within the MPC framework, the ADMM algorithm has
to be iterated until the stopping criterion is met in each
MPC step, as summarized in Algorithm 1. To differentiate
the iterations of the MPC update variables from the iteration
in ADMM, a superscript h is assigned to MPC iterations,
e.g., xh and uh, while a superscript k is assigned to ADMM
iterations. For the first MPC step, z0, λ0

z , and λ0
l are

initialized with appropriate values. In subsequent MPC steps,
the values rely on solutions from the previous step.
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Algorithm 1 ADMM for a single MPC step h

Input: xh
b0

, xh
c0 , dh

Output: uh
b , uh

c

if h == 0 then
Initialization: λ0

z , λ0
l , z0, ρ > 0 (penalty term),

e > 0 (stopping criterion) and M (maximum itera-
tions)
end if
for k = 1 to M do

Compute uk+1
b , lk+1

b and xk+1
b by solving (15)

utilizing
λk
z , λk

l , zk and xh
b0

.
Compute uk+1

c , lk+1
c and xk+1

c by solving (16)
utilizing

λk
z , λk

l , zk and xh
c0 .

Compute zk+1 using (17) with wk+1
z , lk+1, λk

z and λk
l .

Update the dual variables
λk+1
z ← λk

z + ρ(zk+1 − wk+1
z )

λk+1
l ← λk

l + ρ(zk+1 − lk+1)

if

∥∥∥∥∥∥
zk+1 − zk

λk+1
z − λk

z

λk+1
l − λk

l

∥∥∥∥∥∥
L∞

≤ e
∥∥wk+1

z

∥∥ then

uh
b ← uk+1

b

uh
c ← uk+1

c

break
end if

end for

IV. RESULTS

This section presents and discusses the results obtained
from applying the ADMM-based DMPC method and cen-
tralized optimization approaches.

A. Simulation Setup

The simulations were conducted on the Worldwide har-
monized Light vehicles Test Cycle (WLTC) with an ambi-
ent temperature of 46 °C. The traction power demand was
obtained from the WLTC simulation data. The Tcaref was
set to 21 °C, and Tbmin and Tbmax bounds for the battery
temperature were set to 12 °C and 26 °C, respectively.

The centralized optimal control problem (9) and the sub-
problems (15) and (16) were discretized using the Runge-
Kutta 4th order method with a sampling time of 1 s to form
NLPs in a standard form. To solve the discretized NLP
problems, a direct multiple shooting method was employed
with the help of CasADi in MATLAB and the problem
was then solved with the Interior Point Optimizer (IPOPT)
solver [25]. The NLP problems were executed on a laptop
PC equipped with an Intel Core i7 processor operating at
2.6 GHz and 32 GB RAM.

B. Optimal results

We analyze the optimal solution of the centralized and
distributed MPC by comparing with a rule-based strategy
that regulates the battery and cabin air temperatures. Fig. 3
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Fig. 3. The state trajectories obtained using the centralized and DMPC
control strategy on the CTEM. Both solutions are compared with the rule-
based strategy.

illustrates the trajectories of these states obtained by the three
strategies. The battery temperature trajectory obtained using
DMPC follows a similar trend to the centralized method,
but it exhibits a much faster cooling rate. Consequently,
the DMPC method reaches the upper bound of the battery
temperature earlier than the centralized method. However,
due to the minimum coolant flow rate constraint, the battery
temperature continues to decrease.

The cabin air temperature trajectory obtained using DMPC
is also similar to the one obtained from the centralized solu-
tion, with a maximum deviation of 0.12 °C from the reference
temperature. This is well within the acceptable deviation
range, which is not surprising, since the cabin temperature
regulation appears directly in the cost function and upon
convergence DMPC tends to reach the target temperature
similarly as the centralized MPC. In addition to maintaining
the reference temperature in the cabin, it is also important
that the cabin is cooled to the reference temperature as
soon as possible. The Tca in DMPC method takes a similar
amount of time to reach the reference temperature as in the
centralized solution.
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Fig. 4. The energy consumption of the CTEM system is regulated by
the three different methods. The energy consumption here includes the
energy consumption of the compressor, battery coolant pump, evaporator,
and condenser fan.

The centralized and DMPC algorithms resulted in an en-
ergy reduction of 9.85 % and 2.21 %, respectively, compared
to the rule-based strategy. The energy reduction achieved is
mainly due to the higher cooling rate for the battery tem-
perature at the beginning of the drive cycle. This results in
a lower energy consumption for the battery and compressor
for the rest of the drive cycle. It is important to note that in
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the given harsh scenario, the system operates at its limits as
it has to cool down both the battery and the cabin, which
doesn’t provide much freedom for energy reduction.

Most importantly, the DMPC method can offer computa-
tional efficiency over the centralized approach by allowing
the subsystems to be solved separately. The battery and
HVAC subsystems, which have 2 and 5 states respectively,
require fewer states than the 7 states in the centralized
approach, leading to a reduction in computational effort. This
can be advantageous in real-time applications, where fast and
efficient solutions are required.

V. CONCLUSION AND FUTURE WORK

This paper presents a DMPC method for optimizing a
novel thermal management system for BEVs. By decoupling
the battery and HVAC subsystems using dual decomposi-
tion and ADMM, the proposed distributed method reduces
the computation demand on the electronic controller unit,
enabling it to be implemented in real-time. Compared to a
rule-based strategy, the results demonstrate that the proposed
DMPC method can reduce energy consumption by 2.21 %,
which in turn would increase the driving range of BEVs.
Moreover, this method is not limited to the studied CTEM
system and can directly be applied to other thermal manage-
ment systems in BEVs.

The extension of the proposed method to include the ED
coolant circuit presents an exciting opportunity for future
research in this area. Additionally, exploring the impact of
the stopping criterion on the convergence of the algorithm
will provide further insights into the performance of the
proposed method.
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