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Abstract— This paper presents a new distributed algorithm
that leverages heavy-ball momentum and a consensus-based
gradient method to find a Nash equilibrium (NE) in a class of
non-cooperative convex games with unconstrained action sets.
In this approach, each agent in the game has access to its
own smooth local cost function and can exchange information
with its neighbors over a communication network. The main
novelty of our work is the incorporation of heavy-ball mo-
mentum in the context of non-cooperative games that operate
on fully-decentralized, directed, and time-varying communica-
tion graphs, while also accommodating non-identical step-sizes
and momentum parameters. Overcoming technical challenges
arising from the dynamic and asymmetric nature of mixing
matrices and the presence of an additional momentum term,
we provide a rigorous proof of the geometric convergence to
the NE. Moreover, we establish explicit bounds for the step-size
values and momentum parameters based on the characteristics
of the cost functions, mixing matrices, and graph connectivity
structures. We perform numerical simulations on a Nash-
Cournot game to demonstrate accelerated convergence of the
proposed algorithm compared to that of the existing methods.

I. INTRODUCTION

Nash equilibrium (NE) computation is essential for ex-
amining decision-making and strategic behavior in multi-
agent systems, especially in non-cooperative games. These
games have applications in numerous engineering domains,
including electricity markets, power systems, flow control,
and crowdsourcing [1], [2]. In non-cooperative games, each
agent has their own goals and seeks to maximize their payoff,
without coordinating with other agents. Classical complete
information game theory typically employs best-response or
gradient-based methods to find an NE, but these approaches
necessitate each agent having complete information regard-
ing the actions of its competitors [3], [4], which can be
unrealistic in many practical engineering systems.

Extensive research has been conducted to develop efficient
distributed methods for seeking NE in the settings with
partial information available to the agents. These methods
are primarily built upon projected gradient and consensus
dynamics approaches, and they have been studied in both
continuous-time [5] and discrete-time [6], [7] domains. Early
works only consider time-invariant undirected networks, such
as for example [8], which develops an algorithm within the
framework of an inexact-ADMM. The accelerated gradient
play algorithm (Acc-GRANE) presented in [9] is based on
the strong monotonicity of an augmented mapping and is
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applicable to a subclass of games. Reference [10] extends the
applicability of the Acc-GRANE algorithm to a broader class
of games by assuming the restricted strong monotonicity of
the augmented mapping. Based on the contraction properties
of doubly stochastic matrices, reference [7] develops a dis-
tributed gradient method whose convergence properties do
not depend on an augmented mapping.

There has been a growing interest in studying NE compu-
tation in communication networks with switching topologies.
Early work [6] focuses on aggregative games over undirected
graphs, while [11] extends the study to games with coupling
constraints. Reference [12] proposes an asynchronous gossip
algorithm for a directed graph, assuming each agent can
update all estimates of the agents who interfere with its cost
function. In [13], a projected pseudo-gradient-based algo-
rithm is proposed for time-varying directed graphs that are
weight-balanced, while [14] relaxes the weight-balancedness
assumption for a static directed graph, assuming complete
knowledge of the underlying communication graph. In [15],
these assumptions are further relaxed, and a condition is
established to address the loss of monotonicity with weighted
norms, which is a commonly encountered issue. In [16],
a robust algorithm is proposed that utilizes an observation
graph allowing for direct observation of actions and, thus,
making it immune to tampering by adversarial agents.

Most of the above mentioned works deal with gradient-
based methods. The heavy-ball method, introduced in [17],
has been widely used as an acceleration technique for
gradient-based methods to achieve faster convergence [18].
In the context of aggregative games, the heavy-ball method
has been employed in algorithms for both undirected [19] and
directed [20] graphs, achieving convergence for diminishing
step-sizes. It has also been employed in semi-decentralized
communication architectures, where a central coordinator
collects and transmits aggregative signals to the agents in
the system [21]. Reference [22] considers games over undi-
rected graphs with affine coupling constraints and introduces
acceleration schemes for the proximal-point algorithm, such
as (alternated) inertia and overrelaxation.

Contributions. Motivated by the potential benefits of the
heavy-ball method in accelerating convergence, this paper
presents a novel distributed, discrete-time algorithm for
NE seeking by integrating the heavy-ball momentum and
consensus-based gradient method. The proposed algorithm
is designed to work on a general sequence of time-varying
directed graphs, without requiring any coordination among
agents for the weights. It also allows for non-identical step-
sizes and momentum parameters. The incorporation of agent-
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based heavy-ball momentum terms introduces additional
technical complexity in the convergence analysis of the
algorithm. The main challenge is in ensuring the contraction
properties of a recurrence relation due to the presence of the
additional momentum terms, especially when dealing with
time-varying asymmetric mixing matrices. Prior heavy-ball
algorithms, such as those presented in [19] and [20] for
aggregative games, utilize diminishing step-sizes to demon-
strate that the state difference resulting from the additional
momentum term converges to zero. Unfortunately, this ap-
proach is not applicable to this work since our algorithm
employs a constant step-size rule. To overcome this technical
challenge, we analyze three distinct quantities: the consensus
error, the NE gap, and consecutive states difference. By
establishing a composite relation for the vector comprising
these quantities, we rigorously prove the linear convergence
of the algorithm to the NE under strong monotonicity and
Lipschitz continuity assumptions. We also provide explicit
bounds for the constant step-size values and momentum
terms based on the properties of the cost functions, mixing
matrices, and graph connectivity structures.

This paper is structured as follows. Section II presents the
problem formulation. In Section III, the distributed algorithm
is introduced. Section IV provides convergence analysis and
Section V numerically evaluates the performance of the
proposed algorithm. Section VI concludes with key points.

Notations. All vectors are column vectors unless oth-
erwise stated. We write uT for the transpose of a vector
u ∈ Rn. We use 0 and 1 to denote the vector with all
entries equal to 0 and 1, respectively. The i-th entry of a
vector u is denoted by ui, while it is denoted by [uk]i for
a time-varying vector uk. We denote min(u) = mini ui and
max(u) = maxi ui. Given a vector u, Diag(u) denotes the
diagonal matrix whose diagonal entries correspond to the
entries of u. A nonnegative vector is called stochastic if its
entries sum up to 1.

We use Aij to denote the ij-th entry of a matrix A,
and [Ak]ij when the matrix is time-dependent. The notation
A ≤ B is used when Aij ≤ Bij for all i, j, where A
and B are matrices of the same dimension. A matrix A is
nonnegative if all its entries are nonnegative and min+(A)
denotes the smallest positive entry of A. A nonnegative
matrix A ∈ Rn×n is row-stochastic if A1 = 1. A consensual
matrix has equal row vectors. The identity matrix is denoted
by I. Given a vector π ∈ Rm with positive entries, we denote

⟨u,v⟩π =
∑m

i=1 πi⟨ui, vi⟩ and ∥u∥π =
√∑m

i=1 πi∥ui∥2,

where u := [u1, . . . , um]T,v := [v1, . . . , vm]T∈ Rm×n, and
ui, vi∈Rn. When π = 1, we write ⟨u,v⟩ and ∥u∥. We have

1√
max(π)

∥u∥π ≤ ∥u∥ ≤ 1√
min(π)

∥u∥π, (1)

and ⟨u,v⟩π ≤ ∥u∥π∥v∥π (Cauchy–Schwarz inequality).
We let [m] = {1, . . . ,m} for an integer m ≥ 1. Given a

directed graph G = ([m],E), specified by the set of edges
E ⊆ [m]× [m] of ordered pairs of nodes, the in-neighbor and

out-neighbor set for every agent i are defined, as follows:

N in
i = {j∈ [m]|(j, i)∈E} and N out

i = {ℓ∈ [m]|(i, ℓ)∈E}.

A directed graph G is strongly connected if there is a directed
path from any node to all other nodes in G. We use D(G) and
K(G) to denote the diameter and the maximal edge-utility
of a strongly connected directed graph G, respectively, as
defined in Definition 2.1 and Definition 2.2 in [23].

II. PROBLEM FORMULATION

We study a non-cooperative game with m agents, where
each agent has an unconstrained action set Xi = Rni , for
i ∈ [m]. Each agent i has a cost function Ji(xi, x−i) that
depends on its own action xi ∈ Xi and the joint action of
all other agents except itself, x−i ∈ X−i = Rn−ni . The
joint action vector of all agents has size n =

∑m
i=1 ni and

belongs to the joint action set X = X1 × · · · ×Xm = Rn.
We assume that the cost function Ji(xi, x−i) is continuously
differentiable in xi for any fixed x−i ∈ X−i, for all i ∈ [m].

Denote the game by Γ = ([m], {Ji}, {Xi}). A vector x∗ =
[x∗

1, . . . , x
∗
m]T ∈ X is a NE to the game Γ if, for every agent

i ∈ [m], the condition below is satisfied:

Ji(x
∗
i , x

∗
−i) ≤ Ji(xi, x

∗
−i), for all xi ∈ Xi. (2)

We define the game mapping F (x) : X → Rn as

F (x) ≜ [∇1J1(x1, x−1), . . . ,∇mJm(xm, x−m)]
T
, (3)

where ∇iJi(xi, x−i) = ∇xi
Ji(xi, x−i) for all i ∈ [m].

We make the following assumptions.
Assumption 1: The game mapping F (x) is strongly

monotone on X with the constant µ > 0.
Assumption 2: Consider the game Γ = ([m], {Ji}, {Xi}),

assume for all i ∈ [m]:
(a) The mapping ∇iJi(xi, ·) is Lipschitz continuous on X−i

for every fixed xi ∈ Xi with a uniform constant L−i > 0.
(b) The mapping ∇iJi(·, x−i) is Lipschitz continuous on Xi

for every fixed x−i ∈ X−i with a uniform constant Li > 0.
Remark 1: Assumption 1 implies strong convexity of each

cost function Ji(xi, x−i) on Xi for every x−i ∈ X−i with
the constant µ, as noted in Remark 1 of [9]. The existence
and uniqueness of a NE for the game Γ = ([m], Ji, Xi) is
also guaranteed by Assumption 1. This result is established
in Theorem 2.3.3 of [24]. Moreover, as Xi = Rni for all
i ∈ [m], x∗ ∈ X is the NE if and only if F (x∗) = 0.

III. DISTRIBUTED NASH EQUILIBRIUM SEEKING

Consider a game Γ = ([m], Ji, Xi) where agents interact
through a sequence of time-varying communication graphs
Gk = ([m],Ek) at time k. Each link (j, i) in Ek indicates
that agent i receives information from agent j. The graph
is assumed to have self-loops for every node in each Gk,
ensuring that N in

ik and N out
ik always contain agent i. The

details are outlined in the following assumption.
Assumption 3: Each graph Gk = ([m],Ek) is strongly

connected and has a self-loop at every node i ∈ [m].
Remark 2: Assumption 3 can be relaxed by considering

B-strongly-connected graph sequence, i.e., when an integer
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Algorithm 1: DNE-HB
Every agent i ∈ [m] selects a local stepsize αi > 0, a
local momentum parameter βi > 0 and initializes with
arbitrary initial vectors z0i,−i ∈ Rn−ni , x0

i , x
−1
i ∈ Rni .

for k = 0, 1, . . . , every agent i ∈ [m] does the following:
Receives zkj from in-neighbors j ∈ N in

ik ;
Sends zki to out-neighbors ℓ ∈ N out

ik ;
Chooses the weights [Wk]ij , j ∈ [m];
Updates the action xk+1

i and estimates zk+1
i,−i by

xk+1
i =

∑m
l=1[Wk]ilz

k
li − αi∇iJi

(∑m
j=1[Wk]ijz

k
j

)
+ βi(x

k
i − xk−1

i ); zk+1
i,i = xk+1

i ;
zk+1
i,−i =

∑m
j=1[Wk]ijz

k
j,−i +βi(z

k
i,−i− zk−1

i,−i );
end for

B ≥ 1 exists such that the graph with edge set EB
k =⋃(k+1)B−1

i=kB Ei is strongly connected for every k ≥ 0.
To deal with the partial information available to

agents, each agent i maintains a local variable zki =
(zki1, . . . , z

k
im)T ∈ Rn, where zkij is agent i’s estimate of the

decision xk
j for agent j ̸= i, while zkii = xk

i . The estimate of
agent j without the i-th block-component is defined as

zkj,−i = (zkj1, . . . , z
k
j,i−1, z

k
j,i+1, . . . , z

k
jm)T ∈ Rn−ni .

Given the constraints on agents’ access to others’ actions
in game Γ, we propose a fully-distributed algorithm that
respects the information access as dictated by the commu-
nication graphs Gk. The approach, outlined in Algorithm 1,
incorporates a gradient method with heavy-ball momentum.
At each time k, each agent i sends its estimate zki to its
out-neighbors ℓ ∈ N out

ik and receives estimates zkj from its
in-neighbors j ∈ N in

ik . Agent i then updates its own action
xk+1
i and local estimate zk+1

i using the received information.
We make the following assumption on the matrices Wk.
Assumption 4: For each k ≥ 0, the weight matrix Wk is

row-stochastic and compatible with the graph Gk i.e.,{
[Wk]ij > 0, when j ∈ N in

ik ,

[Wk]ij = 0, otherwise.
(4)

There exist a scalar w>0 such that min+(Wk) ≥ w,∀k ≥ 0.

IV. GEOMETRIC CONVERGENCE OF DNE-HB
A. Preliminaries

We outline basic results on norm of linear combinations
of vectors, graphs, stochastic matrices, and gradient method.

Lemma 1 ([15], Corollary 5.2): Consider a vector collec-
tion {ui, i ∈ [n]} ⊂ Rp, and a scalar collection {γi, i ∈
[n]} ⊂ R of scalars such that

∑n
i=1 γi = 1. For all u ∈ Rp,

we have the following relation:∥∥∥∥∥
n∑

i=1

γiui−u

∥∥∥∥∥
2

=

n∑
i=1

γi∥ui−u∥2−
n∑

i=1

γi

∥∥∥∥∥ui−

(
n∑

ℓ=1

γℓuℓ

)∥∥∥∥∥
2

.

Lemma 2 ([15], Lemma 5.4): Under Assumption 3, when
Wk satisfies Assumption 4, we have for all k ≥ 0:

(a) There exists a sequence {πk} of stochastic vectors such
that πT

k+1Wk = πT
k .

(b) The entries of each πk have a uniform lower bound,
i.e., [πk]i ≥ wm

m for all i ∈ [m] and all k ≥ 0.
Using the stochastic vectors πk described in Lemma 2, we
can define an appropriate Lyapunov function for the method.

Lemma 3 ([15], Lemma 6.1): Let G = ([m],E) be a
strongly connected directed graph, and let W be an m×m
row-stochastic matrix that is compatible with the graph and
has positive diagonal entries. Also, let π be a stochastic
vector and let ϕ be a nonnegative vector such that ϕTW =
πT. Consider a collection of vectors z1, . . . , zm ∈ Rn and
consider the vectors ri =

∑m
j=1 Wijzj , for all i ∈ [m], and

let ẑπ =
∑m

i=1 πizi, for all u∈Rn, we have
m∑
i=1

ϕi ∥ri − u∥2 ≤
m∑
j=1

πj∥zj − u∥2

−
min(ϕ)

(
min+(W )

)2
max2(π)D(G)K(G)

m∑
j=1

πj∥zj − ẑπ∥2.

Let zi: be the vector in the ith row of matrix z ∈ Rm×n.
We define a mapping Fα(·) where the ith row is given by

[Fα(z)]i:=(0T
n1
,...,0T

ni−1
, αi(∇iJi(zi:))

T,0T
ni+1

,...,0T
nm

). (5)

Lemma 4 ([15], Lemma 5.6): Let Assumptions 2 hold and
Lα=

√
max
i∈[m]

{α2
i (L

2
−i+L2

i )}. For any stochastic vector π>0,

∥Fα(z)− Fα(y))∥2π ≤ L2
α∥z− y∥2π for all z,y ∈ Rm×n.

Lemma 5 ([17]): For a µ-strongly convex function f
with L-Lipschitz continuous gradients, at the point x∗ =
argminx f(x), for all α with 0 < α < 2L−1, we have

∥x− x∗ − α∇f(x)∥ ≤ q(α)∥x− x∗∥ for all x,

where q(α) = max{|1− αµ|, |1− αL|} < 1.

B. Convergence Results

Consider the sequence of time-varying directed graphs
Gk = ([m],Ek). Under assumptions 1-4, we provide a
proof demonstrating that the iterate sequence xk generated
by DNE-HB exhibit geometric convergence towards the NE.

Let zki = (zki1, . . . , z
k
im)T ∈ Rn for all k ≥ 0, and let

{πk} denote the sequence of stochastic vectors satisfying
πT
k+1Wk = πT

k , with πk > 0. We define matrices

zk=[zk1 , . . . , z
k
m]T, ẑk=1m(ẑk)T, x∗=1m(x∗)T, (6)

where ẑk =
∑m

i=1[πk]iz
k
i and x∗ is an NE point of the game.

Then, the local update in compact form is as follows

zk+1 = Wkz
k − Fα(Wkz

k) + β(zk − zk−1), (7)

where β = (β1, . . . , βm)T and β = Diag(β).
Let Πk = 1mπT

k , for all k ≥ 0. The weighted average ẑk

evolves according to the following relation

ẑk+1 = ẑk −Πk+1Fα(Wkz
k) +Πk+1β(z

k − zk−1). (8)

We denote the following bounds:

ᾱ = max
i∈[m]

αi, α = min
i∈[m]

αi, β̄ = max
i∈[m]

βi. (9)
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Let Assumption 1-4 hold. Consider Algorithm DNE-HB
and the notations in (6), (9). We have the following results:

Proposition 1: Let ck=
√
1− min(πk+1)w

2

max2(πk)D(Gk)K(Gk)
, we have

∥zk+1 − ẑk+1∥πk+1
≤ (1 + Lα)ck∥zk − ẑk∥πk

+ Lα∥ẑk − x∗∥πk
+ β̄∥zk − zk−1∥ for all k ≥ 0.

Proof: Using the update formulations in (7) and (8),

∥zk+1 − ẑk+1∥πk+1

=∥Wkz
k−ẑk+(I−Πk+1)

(
β(zk−zk−1)−Fα(Wkz

k)
)
∥πk+1

≤∥Wkz
k − ẑk∥πk+1

+ ∥(I−Πk+1)Fα(Wkz
k)∥πk+1

+ ∥(I−Πk+1)β(z
k − zk−1)∥πk+1

. (10)

To evaluate the first term on the right-hand side (RHS) of
(10), we utilize Lemma 3 with W = Wk, zi = zki , u = ẑk,
and the stochastic vectors ϕ = πk+1 and π = πk, to obtain

∥Wkz
k − ẑk∥πk+1

≤ ck∥zk − ẑk∥πk
for all k ≥ 0. (11)

Consider the second term on the RHS of (10). Let gk
i =

∇iJi([Wkz
k]i,:). Since πk+1 is a stochastic vector, we obtain

∥(I−Πk+1)Fα(Wkz
k)∥2πk+1

≤
m∑
i=1

[πk+1]i

(
(1−[πk+1]i)

2 + [πk+1]i

m∑
j=1,j ̸=i

[πk+1]j

)
∥gk

i ∥2

≤
m∑
i=1

[πk+1]i (1− [πk+1]i) ∥gk
i ∥2 ≤

m∑
i=1

[πk+1]i∥gk
i ∥2.

Notice that ∥Fα(Wkz
k)∥2πk+1

=
∑m

i=1[πk+1]i∥gk
i ∥2. Hence,

∥(I−Πk+1)Fα(Wkz
k)∥πk+1

≤ ∥Fα(Wkz
k)∥πk+1

=∥Fα(Wkz
k)−Fα(x

∗)∥πk+1
≤ Lα∥Wkz

k−x∗∥πk+1
, (12)

where we use Fα(x
∗) = 0 and Lemma 4.

Furthermore, we apply Lemma 3 with W = Wk, zi = zki ,
u = x∗, and stochastic vectors ϕ = πk+1, π = πk, to obtain

∥Wkz
k−x∗∥2πk+1

≤ ∥zk−x∗∥2πk
−(1−c2k)∥zk−ẑk∥2πk

. (13)

By Lemma 1, with γi = [πk]i, ui = zki and u = x∗, and
observing that ∥ẑk − x∗∥2 = ∥ẑk − x∗∥2πk

, yields

∥zk − x∗∥2πk
= ∥zk − ẑk∥2πk

+ ∥ẑk − x∗∥2πk
. (14)

Combining the relations in (13) and (14), it follows that

∥Wkz
k − x∗∥πk+1

≤ ∥ẑk − x∗∥πk
+ ck∥zk − ẑk∥πk

. (15)

Combining the previous relation with (12), we have

∥(I−Πk+1)Fα(Wkz
k)∥πk+1

≤ Lα∥ẑk − x∗∥πk
+ Lαck∥zk − ẑk∥πk

. (16)

For the last term on the RHS of (10), let uk = zk − zk−1,
using Lemma 1 with γi = [πk+1]i, vector ui as the ith row
of the matrix u (i.e., ui = uk

i:), and u = 0, it follows that

∥(I−Πk+1)βu
k∥2πk+1

=

m∑
i=1

[πk+1]iβ
2
i

∥∥∥∥∥uk
i:−

m∑
j=1

[πk+1]ju
k
j:

∥∥∥∥∥
2

≤ β̄2
m∑
i=1

[πk+1]i∥uk
i:∥2 = β̄2|uk∥2πk+1

≤ β̄2∥uk∥2. (17)

The desired relation follows from (10), (11), (16), (17).
Proposition 2: With αi∈(0, 2L−1

1 ) for all i∈[m], we have

∥ẑk+1 − x∗∥πk+1
≤
(
ᾱ
√
2L2 + qk(α)

)
∥ẑk − x∗∥πk

+
√
2Lαck∥zk − ẑk∥πk

+ β̄∥zk − zk−1∥ for all k ≥ 0,

where qk(α)=max
i∈[m]

{|1−[πk+1]iαiµi|, |1−[πk+1]iαiLi|}<1,

L1 = max
i∈[m]

Li and L2 = max
i∈[m]

L−i.

Proof: Using the compact form for ẑk+1 in (8),

∥ẑk+1 − x∗∥πk+1

≤∥ẑk−x∗−Πk+1Fα(Wkz
k)∥πk+1

+∥Πk+1β(z
k−zk−1)∥πk+1

≤∥ẑk−x∗−Πk+1F0(ẑ
k,x∗)∥πk+1

+∥Πk+1β(z
k−zk−1)∥πk+1

+ ∥Πk+1F0(ẑ
k,x∗)−Πk+1Fα(Wkz

k)∥πk+1
, (18)

where the matrix F0(ẑ
k,x∗) has ith row, [F0(ẑ

k,x∗)]i:, equals

(0T
n1
, . . . ,0T

ni−1
, αi(∇iJi(ẑ

k
i , x

∗
−i))

T,0T
ni+1

, . . . ,0T
nm

). (19)

For the first term on the RHS of (18), since the matrices
are consensual and πk+1 is a stochastic vector, we have

∥ẑk−x∗ −Πk+1F0(ẑ
k,x∗)∥2πk+1

=

m∑
i=1

∥ẑki − x∗
i − [πk+1]iαi∇iJi(ẑ

k
i , x

∗
−i)∥2.

Applying Lemma 5, for all αi such that 0<[πk+1]iαi<2L
−1
i :

∥ẑki − x∗
i − [πk+1]iα∇iJi(ẑ

k
i , x

∗
−i)∥ ≤ qi,k(α)∥ẑki − x∗

i ∥,

qi,k(α)=max{|1−[πk+1]iαiµi|, |1−[πk+1]iαiLi|}. Hence,

∥ẑk − x∗ −Πk+1F0(ẑ
k,x∗)∥2πk+1

≤ q2k(α)

m∑
i=1

∥ẑki − x∗
i ∥2

= q2k(α)∥ẑk − x∗∥2 = q2k(α)∥ẑk − x∗∥2πk
. (20)

Regarding the second term on the RHS of (18), the matrix
Πk+1β(z

k − zk−1) is consensual. For stochastic vectors
πk+1, using the notation uk = zk − zk−1, we have

∥Πk+1βu
k∥2πk+1

=

∥∥∥∥ m∑
i=1

[πk+1]iβiu
k
i:

∥∥∥∥2≤ β̄

m∑
i=1

[πk+1]i∥uk
i:∥2

≤ β̄∥uk∥2 = β̄∥zk − zk−1∥2, (21)

where we use Lemma 1 with γi = [πk+1]i, ui = uk
i:, and

u=0. For the last term in (18), from Assumption 2 we obtain

∥Πk+1F0(ẑ
k,x∗)−Πk+1Fα(Wkz

k)∥2πk+1

=ᾱ2
m∑
i=1

[πk+1]
2
i ∥∇iJi(ẑ

k
i , x

∗
−i)−∇iJi([Wkz

k]i)∥2

≤ᾱ2
m∑
i=1

[πk+1]
2
i (2∥∇iJi(ẑ

k
i , x

∗
−i)−∇iJi([Wkz

k]ii, x
∗
−i)∥2

+ 2∥∇iJi([Wkz
k]ii, x

∗
−i)−∇iJi([Wkz

k]i)∥2)
≤ᾱ2(2L2

1∥ẑk −Wkz
k∥2πk+1

+ 2L2
2∥x∗ −Wkz

k∥2πk+1
).
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Combining the relations in (11) and (15) with the preced-
ing relation and using

√
a+b≤

√
a+

√
b,∀a, b≥0, yields

∥Πk+1F0(ẑ
k,x∗)−Πk+1Fα(Wkz

k)∥
≤ ᾱ

√
2L2∥ẑk − x∗∥πk

+
√
2Lαck∥zk − ẑk∥πk

, (22)

where we use the relation ᾱL1

√
2 + ᾱL2

√
2 ≤

√
2Lα, by

the Cauchy–Schwarz inequality, to obtain the last term.
The desired relation follows from (18) and (20)-(22).
Proposition 3: Let φk = 1√

minπk
. We then have

∥zk+1 − zk∥ ≤ φk+1(1 + Lα)ck∥zk − ẑk∥πk

+ φk+1Lα∥ẑk − x∗∥πk
+ β̄∥zk − zk−1∥ for all k ≥ 0.

Proof: Using the update formulation in (7), we obtain

∥zk+1 − zk∥ ≤ ∥Wkz
k− Fα(Wkz

k) + β(zk− zk−1)− zk∥
≤ ∥Wkz

k − zk∥+ ∥Fα(Wkz
k)∥+ ∥β(zk− zk−1)∥. (23)

Using the relations in (1) and (11), we have:

∥Wkz
k − ẑk∥ ≤ φk+1ck∥zk − ẑk∥πk

. (24)

From relations (1) and since Fα(x
∗) = 0, we see that

∥Fα(Wkz
k)∥ ≤ φk+1∥Fα(Wkz

k)− Fα(x
∗)∥πk+1

≤ Lαφk+1

(
∥ẑk − x∗∥πk

+ ck∥zk − ẑk∥πk

)
, (25)

where we use Lemma 4 and relation (15). For the last term
on the RHS of (23), we have

∥β(zk − zk−1)∥ ≤ β̄∥zk − zk−1∥. (26)

The desired relation follows from (23)-(26).
Define Vk =

(
∥zk − ẑk∥πk

, ∥ẑk − x∗∥πk
, ∥zk−zk−1∥

)T
,

we have the following composite relation:
Proposition 4: With αi∈(0, 2L−1

1 ) for all i∈[m], we have

Vk+1 ≤ Mk(α, β)Vk for all k ≥ 0,

with Mk(α, β)=

 (1 + Lα)ck Lα β̄
√
2Lαck ᾱ

√
2L2 + qk(α) β̄

φk+1(1 + Lα)ck φk+1Lα β̄

,
where Lα defined as in Lemma 4, qk(α) defined as in
Proposition 2, and φk+1 defined as in Proposition 3.

Proof: The relation follows from Propositions 1-3.
In view of Proposition 4, to prove that Vk → 0 at a

geometric rate, it suffices to show that Mk(α, β) ≤ M(α, β),
for some matrix M(α, β). Then, we select appropriate step-
size and the momentum parameter such that the spectral
radius ρM of M(α, β) is less than 1, as follows. We have
Lα ≤ ᾱL, where L =

√
L2
1 + L2

2 with L1 and L2 as in
Proposition 2. Additionally, for ᾱ ∈ (0, 2(L1 + µ)−1), we
obtain qk(α) = 1− αmin(πk)µ < 1. We let σ > 0 be such
that σ ≤ mink≥0 min(πk) (see Lemma 2). Thus, we have

max
k≥0

qk(α) ≤ 1− ασµ, max
k≥0

ck ≤ c, max
k≥0

φk ≤ φ. (27)

Using the bounds in (9) and (27), for α ∈ (0, 2(L1 +µ)−1),
we have Mk(α, β) ≤ M(α, β) for all k ≥ 0, with

M(α, β)=

 (1 + ᾱL)c ᾱL β̄
√
2ᾱLc 1− (ασµ− ᾱ

√
2L2) β̄

φ(1 + ᾱL)c φᾱL β̄

. (28)

We now provide the main convergence result.
Theorem 1: Let Assumptions 1-4 hold, and assume that

σµ >
√
2L2. For all i ∈ [m], let the step-size αi > 0 and

the acceleration parameter βi ≥ 0 be such that

ᾱ ≤ min
{

2
L1+µ ,

1−c
Lc , η1

η2

}
, α> ᾱ

√
2L2

σµ , β̄ < η(1−c)
(2−c)(η+L) , (29)

where ηᾱ = ασµ−ᾱ
√
2L2, η1= η(1−c)−β̄(2−c)(η+L)>0,

and η2=
√
2Lc(1+β̄(φ−c))+β̄cη(φ−1)+cη>0. Then, ρM < 1,

thus, limk→∞ ∥zk − x∗∥ = 0 and limk→∞ ∥xk − x∗∥ = 0

with a linear convergence rate of the order of O
(
ρkM

)
.

Proof: By Lemma 8 in [25], we obtain ρM < 1 if
det(I−M(α, β))>0 and the diagonal entries of M(α, β) are
less than 1. Solving the resulting inequalities yields (29).

Remark 3: The assumption σµ >
√
2L2 is equivalent to

the condition that βα > 0 in [15], establishing when Fα(·)
is strongly monotone. This assumption is akin to those in
Proposition 7 of [26], Lemma 2 of [9], and Assumption 5
in [10]. Essentially, it entails that the strong monotonicity of
each agent’s local objective is sufficiently strong compared to
its dependence on the actions of other agents or the coupling
of the agents’ optimization problems, to guarantee the strong
monotonicity of the game mapping. In Section VI of [26],
this assumption has a compelling physical interpretation in
the context of power control in cognitive radio networks.

V. NUMERICAL RESULTS

We evaluate the performance of the proposed approach for
a Nash-Cournot game, as described in [15]. Consider m = 20
firms competing in N = 7 markets, denoted as M1, . . . ,MN .
Each firm i ∈ [m] competes in ni ≤ N markets by
determining the quantity of the homogeneous commodity
xi ∈ Ωi = Rni to be produced and delivered, as illustrated in
Figure 1 of [15]. Firm i has a local matrix Bi ∈ RN×ni , with
[Bi]hj = 1 if agent i delivers [xi]j to Mh, h ∈ [N ], and 0
otherwise. Let n =

∑m
i=1 ni = 32, x = [xi]i∈[m] ∈ Rn, and

B = [B1, · · · , Bm] ∈ RN×n. Then, given an action profile
x of all the firms, the vector of the total product supplied to
the markets can be expressed as Bx =

∑m
i=1 Bixi ∈ RN .

The commodity’s price in Mh is ph(x) = P̄h − χh[Bx]h,
∀h, where P̄h > 0 and χh > 0. Let P̄ = [P̄h]h=1,N ∈ RN

and Ξ = diag([χh]h=1,N ) ∈ RN×N . Then, the price vector
function P = [ph]h=1,N has the form: P = P̄ − ΞBx, and
PTBixi is the payoff of firm i obtained by selling xi to
the markets that it connects with. Firm i’s production cost is
ci(xi) = xT

i Qixi + qTi xi, with Qi ∈ Rni×ni symmetric and
Qi ≻ 0, and qi ∈ Rni . The objective function of firm i is
Ji(xi, x−i) = ci(xi)−(P̄ −ΞBx)TBixi. In our simulations,
we use directed time-varying graphs with self-loops and
establish a directed cycle linking all agents at each iteration.
We define the row-stochastic weight matrix Wk as in [15],
generate the diagonal matrix Qi with entries uniformly
distributed in [5, 8], draw qi uniformly from the interval [1, 2]
and select P̄h randomly from [10, 20]. We choose χh such
that σµ >

√
2L2, for example, 0.01 ≤ χh ≤ 0.02 yields

µ around 11 and L2 around 0.03, indicating that the strong
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Fig. 1: Convergence behavior for one game instance.

Fig. 2: Effects of varying the momentum parameter.

Stepsize Avg. # Iterations Avg. Running Time (s)
DNE DNE-HB DNE DNE-HB

αi = 0.005 3667.52 1826.44 1.0703 0.5984
αi = 0.01 2032.25 1006.56 0.6702 0.3502

TABLE I: Average performance over 1000 simulations.

monotonicity of the local objective is significantly strong in
comparison to its dependence on other agents’ actions.

To demonstrate the accelerated convergence of DNE-HB,
we compare it with existing agorithms including DNE (i.e.
Algo. 1 of [15]) and Algo. 1 of [14]. We conduct 1000
simulations with αi = 0.01, βi = 0.5 and terminate the
algorithms if the consensus error maxi∈[m],j∈[m],i̸=j ∥[zk]i:−
[zk]j:∥∞ is less than 10−5 or the iteration limit of 105 is
reached. Figure 1 shows the convergence for a game instance.
Figure 2 illustrates the effect of momentum parameter on
convergence rate. These results suggest that the algorithm
converges faster with larger momentum parameter values
satisfying the range in (29). Table I further compares the av-
erage performance of the algorithms over 1000 simulations.
Overall, the results demonstrate that the proposed algorithm
with the heavy-ball acceleration significantly improves the
convergence rate.

VI. CONCLUSIONS AND FUTURE WORK

This paper has proposed an accelerated distributed algo-
rithm that incorporates heavy-ball acceleration to improve the
performance of the gradient-based distributed NE-seeking
algorithm for games over time-varying directed networks. A
geometric convergence rate of the algorithm is shown with
explicit bounds for the non-identical step-sizes and momen-
tum parameters based on the properties of the cost functions
and network structure. Our numerical results illustrate the
effectiveness of the proposed method. In future, we will study
its convergence for games with constrained action sets.
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