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Abstract— We consider the control of a linear system ob-
served over multiplicative-noise. Specifically, the controller
must stabilize the system using a control action based on
observations of the system state that have been multiplied
by i.i.d. random variables. While there is a long history of
work on this fundamental problem, much of it has focused on
understanding the performance of linear controllers, and the
optimal control strategy for such a system remains unknown.
In this paper, we consider the case of uniform multiplicative
observation noise, and provide a non-linear control strategy
based on the maximum a-posteriori (MAP) estimator of the
state. We explicitly compute the convergence rates of different
moments of the system under this control strategy, and find
that the MAP-based strategy outperforms the best memoryless
linear strategy when the “signal-to-noise” ratio (SNR) of the
multiplicative noise, i.e. the ratio of the mean to the standard
deviation, is low. In the high SNR regime we see that the
MAP strategy is also a linear memoryless strategy, however,
it is suboptimal and is outperformed by the optimal linear
controller.

I. INTRODUCTION

Systems with state-dependent or multiplicative noise can
arise in the context of voltage-controlled resistors [1], [2],
pulse-width and pulse-amplitude modulation systems [3]–[5],
timing jitter, communications applications, and phase-lock
loops [6], and linearization [7]. They also arise in physical
settings where certain model parameters are dependent on
changing quantities (e.g. vehicle velocity) [8], and in the
modeling of biomechanical control problems [9]–[11].

In this paper, we consider the stabilization of the system:

Xn+1 = a ·Xn + Un (1)
Yn = CnXn. (2)

Here, the initial state X0 has density fX(·). The mul-
tiplicative noise is captured by i.i.d. continuous random
variables Cn with density fC(·). The goal of the con-
troller is to stabilize the system in an η-moment sense,
i.e. supE[|Xn|η] < ∞ causally using information from the
observations Yi.

A. Background

Systems with multiplicative noise have a long-history in
the field starting in the 70s and 80s. The robust control
community has been driving the discussion around issues of
modeling errors in control [12]–[22]. However, there are two
main challenges with the robust control perspective. First,
it can be overly conservative (e.g. [23]). Second, we are
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often interested in state-dependent noise in the time-domain
(e.g. from linearization as in [7]), but this uncertainty does
not translate easily to the frequency domain as often consid-
ered in the robust control literature. The H∞ and H2 robust
control approaches with stochastic uncertainty in [24]–[27]
only look at systems that are open-loop stable. The body of
work on linear parameter varying (LPV) control [28], [29]
assumes bounds on the parameter variations, which may not
always be available. The related family of work on linear
time varying systems (LTV) often assumes non-causal access
to the varying parameters, which may be unrealistic [28].

A substantial body of work has focused on linear con-
trol strategies for systems with parameter uncertainty. For
instance, [30]–[34] study linear control strategies for general
multiplicative noise systems. For the case where there is mul-
tiplicative noise on the state and control only the uncertainty
threshold principle shows that linear strategies can be optimal
in a second-moment sense [35], [36].

The case where the multiplicative noise (on control or
observation) is a discrete Bernoulli random variable is well
understood from the perspective of second-moment stability
by Sinopoli et al. [37] and related works [34], [38]–[40].
Here, we see that linear strategies are optimal in the second-
moment sense for both multiplicative observation noise [37]
as well as for multiplicative noise on the control action [39]
(i.e. Un is multiplied by an i.i.d. random variable.) [23]
shows that linear strategies are optimal for the case on
continuous multiplicative noise on the control action in all
moment senses.

In contrast to this, we know from [41] that for contin-
uous multiplicative observation noise, linear strategies are
suboptimal for the problem, and one can get unbounded
performance gains through using non-linear strategies. Re-
cent work used neural-networks to identify non-linear control
strategies for multiplicative observation noise systems [42],
and provided examples of non-linear time-varying strate-
gies that empirically perform well. However, no provable
guarantees were given. More recent work has also taken
other novel approaches to multiplicative noise systems using
robust control techniques as well as techniques such as policy
gradient [43]–[48].

Multiplicative observation noise can also be considered to
be an informational constraint on the control of the system.
Non-linear strategies have been shown to be required in other
scenarios where explicit or implicit communication must oc-
cur in a linear control system (e.g. Witsenhausen’s counterex-
ample [49]). A large body of work has explored the intersec-
tion of information-theoretic ideas with control theory [50],
[51] and the impact of explicit communication/information
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constraints on control. Data rate theorems explore the impact
of noiseless communication channels [52]–[62]. A related
family of work considers control with noisy communication
channels [63]–[66].

Our problem setup corresponds to control over a non-
coherent communication channel [67], i.e. a communication
channel where the multiplicative fading coefficient is un-
known and time-varying, which is common in fast-fading
scenarios for rapidly changing communication channels. In
this case, we know that the capacity of such a channel is
bounded by log log SNR, where SNR is the signal-to-noise
ratio of the channel. For the channel in (2), the channel SNR
may be unbounded, since the magnitude of Xn is unbounded,
effectively, there is no power-constraint on the channel.
Hence, the traditional perspective of rate-limited control does
not easily apply to analyze this system. Nonetheless, we
take an informational perspective by explicitly computing
the maximum a-posteriori (MAP) estimator for the system
to compute a control action in this paper.

B. Main Contributions

In this paper we characterize the convergence regime and
rate of the MAP-based control strategy for a system with
multiplicative observation noise as in (3) for different values
of SNR of the multiplicative noise and different moments of
stability. This is given in Theorem 4.1. Further, we compare
the performance of the MAP-strategy to the optimal linear
memoryless strategy (see Fig. 1). As the SNR of the system
goes to infinity, we see that the MAP strategy is outper-
formed by the simple linear memoryless strategy (i.e. the
best linear controller for η-moment stability.) We will see that
this is because as SNR grows the MAP-strategy converges
to a linear memoryless strategy, but since it is agnostic to
the moment being stabilized, ends up being suboptimal. We
discuss this comparison in detail in Section. V. The proof of
the main result is in Section. VI.

II. PROBLEM SETUP

In this paper, we consider the control of a system in
the presence of uniform multiplicative observation noise. In
particular we consider:

Xn+1 = Xn + Un. X0 ∼ Unif[−1, 1]. (3)
Yn = CnXn. Cn ∼ Unif[µ− w, µ+ w]. (4)

Xn is the scalar state of the system, and the goal of the
controller is to choose Un such that limn→∞ E[|Xn|η] = 0.
The control Un is chosen as any function of the observations
Y n
0 := (Y0, Y1, . . . , Yn). The distributions of X0 and Cn are

known to the controller. Let Hn be the σ-algebra generated
by all observations Y n

0 .
Note in (3) we set the growth of the system to be

a = 1. We are interested in the rate of decay i.e.
r = lim infn→∞ − 1

nη logE[|Xn|η/|X0|η], since the largest
a for which (1) can be stabilized in an η-moment sense is
given by 2r.

Without loss of generality, we will consider
Cn ∼ Unif[µ− 1, µ+ 1], i.e. we will set the uniform random

variable to be drawn from an interval of length 2, centered
at mean µ. Thus, the variance of Cn, Var(Cn) = σ2 = 1

3 .
As the parameter µ varies from 0 to ∞, the "signal-to-noise"
ratio (SNR), defined as µ

σ varies between 0 to ∞ as well.
We notice that the SNR is a sufficient parameter to capture
the informational impact of the multiplicative noise, since
the mutual information I(X;CX) = I(X; CX

b ), for any
constant b ̸= 0, b ∈ R. We define s = µ

w , and note that
µ
σ =

√
3s.

We are interested in understanding the η-th moment sta-
bility of the system, i.e.

Definition 2.1 (η-moment stability): We say the system in
(3) is stable in an η-moment sense using control strategy Un

0

if supn E[|Xn|η] < ∞.
As η → 0, this converges to the notion of stability in

probability [50].

III. CONTROL STRATEGIES

We define the two strategies we will compare: the linear
control strategy and the MAP control strategy.

Definition 3.1 (Linear Control): A control strategy of the
from Un = dYn for all n for some fixed d ∈ R is called a
linear control strategy.

To define the MAP control strategy, first we define the
MAP estimator for the state at time k, using observations up
to time n as:

X̂MAP
k|n := argmax

x
fX(Xk = x|Hn). (5)

We will be most concerned with the MAP estimation of the
initial state X0, given by X̂MAP

0|n .
With this, we define the MAP control strategy as the

difference between the previous and current estimate of X0.
Definition 3.2 (MAP control): For the system in (3) de-

fine the sequence of MAP controls as

U0 = −X̂MAP
0|0 (6)

Un = X̂MAP
0|n−1 − X̂MAP

0|n , n ≥ 1. (7)
With this we have

∑n
i=0 Ui = −X̂MAP

0|n . We can also show
that Un = −X̂MAP

n|n .
Finally, we also know that the system state Xn is always

equal to the difference between X0 and the current MAP
estimate.

Lemma 3.3: For the system in (3) with MAP Control, the
state for all n ≥ 1 is:

Xn = X0 − X̂MAP
0|n−1. (8)

The proof is straightforward and is omitted.
We now consider the evolution of the conditional density

which allows evaluation of X̂MAP
0|n .

Lemma 3.4 (Conditional Density of X0|Hn): For the
system in (3), with controls un

0 that are functions of the
observations yn0 , the conditional density of X0 given Hn

for n ≥ 1 is

fX(X0 = x|Hn) =
fX(x)

fY n
0
(yn0 )

n∏
j=0

fC

(
yj

x+
∑j−1

i=0 ui

)
|x+

∑j−1
i=0 ui|

, (9)
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where

fY (Yn = yn | X0 = x,Hn−1) =
fC

(
yn

x+
∑n−1

i=0 ui

)
|x+

∑n−1
i=0 ui|

.

By the definition of our system, the densities of X0 and Cn,
fX(·) and fC(·) can be written as fX(x) = 1

21{x : |x| ≤ 1}
and fC(c) =

1
21{c : |c− s| ≤ 1}, where 1{S} is the indica-

tor function for the set S.
The proof will be included in the full version of the paper.

We now investigate the effect of s on fX(X0 = x|Hn).
The influence of s enters through the fC(·) expressions in
fY (Yn = yn|X0 = x,Hn−1) where under the map strategy
with w = 1 we have that:

fY (Yn = yn|X0 = x,Hn−1) =

fC

(
yn

x−X̂MAP
0|n−1

)
∣∣∣x− X̂MAP

0|n−1

∣∣∣ .

Since fC

(
yn

x−X̂MAP
0|n−1

)
= 1

21

{
x :

∣∣∣∣ yn

x−X̂MAP
0|n−1

− s

∣∣∣∣ ≤ 1

}
, the

intervals where fX(X0 = x|Hn) is not zero, is the inter-

section of the intervals of x satisfying
∣∣∣∣ yn

x−X̂MAP
0|n−1

− s

∣∣∣∣ ≤ 1.

This is formalized later in Lemma 6.1.
Impact of increasing s: Consider a fixed σ. As the value of

µ (and therefore s increases), the support of the multiplicative
noise Cn shifts further and further away from zero. If s = 0
the observation Yn contains no information about the sign
of Xn, however for s ≥ 1 the sign of Xn is perfectly
disambiguated from Yn. When s > 1, not only do we know
sgn(Xn), we now have an upper bound and lower bound on
the value of |Xn|.

IV. MAIN RESULT

Our main result gives an explicit convergence rate for the
system (3) using the MAP controller.

Theorem 4.1: For the system in (3) with MAP control,
Xn → 0 a.s. and X̂MAP

0|n → X0 a.s. Further, the convergence
rate of the η-th moment of the state to zero is given by

lim inf
n→∞

− 1

nη
logE

[∣∣∣∣Xn

X0

∣∣∣∣η] ={
1
η log (1 + η) 0 ≤ s < 1
1
η log

(
(1 + η)

(
s+1
2

)η)
1 ≤ s.

We will prove the two cases 0 ≤ s < 1 and s ≥ 1 separately.
We start with the case s ≥ 1 which is more straightforward,
as in this case the observation Yn contains full information
about the sign of the state Xn. The case when 0 ≤ s < 1
has a similar flavor, however must follow a more nuanced
analysis to account for the uncertainty on the sign of the
state. Surprisingly, if there is even a small amount of sign
uncertainty, we see that increased SNR does not help — the
convergence rate has no dependence on s. As soon as the
sign issue is resolved, i.e. s ≥ 1, increased SNR increases
the rate of convergence.
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Fig. 1. This plot shows decay rate for system in an η-moment sense for
different values of η. The dashed lines show the performance of the best
memoryless linear strategy for each of the moment-senses, while the solid
lines show the performance of the MAP-strategy.

V. COMPARISON WITH LINEAR CONTROLLER

The memoryless linear strategy that maximizes the
η-moment decay rate for the system (3) is given by
Un = d⋆η · Yn, where d⋆η = − argmind E[|1 + d · C|η] and
C ∼ Unif[µ − w, µ + w], i.e. has the distribution of the
multiplicative noise. In the case of η = 2, a straightfor-
ward computation gives d⋆η = − µ

µ2+σ2 = −s
s2+1/3 . In the

case where η = 0, we can compute d⋆0 numerically as
argmind E[log |1+ d ·C|] as in [23, Thm. 3.4]. For η = ∞,
d⋆∞ = −w

µ = − 1
s if s > 1 and d⋆∞ = −1 otherwise as

in [23]. The maximum decay rate when η = ∞ is given as
− log(s) if s > 1 and 0 otherwise.

This performance of the memoryless linear control strat-
egy in comparison with the MAP-strategy is illustrated in
Fig. 1. We clearly see that at low values of s (i.e. Low
SNR), the MAP strategy outperforms the linear strategy for
small moments, but as η → ∞, both strategies perform
identically and decay with rate 0 in the limit. This is because
the controller does not know the sign of the state and thus
neither the MAP nor the linear strategy can keep the state
bounded with probability one (as is required in the η = ∞,
i.e. robust control scenario).

As s → ∞ we see that the linear controller outperforms
the MAP strategy. As we will see in Sec. VI, when s > 1
the MAP strategy ends up being a linear memoryless strategy
that chooses Un = − 1

s+1Yn. This strategy does not depend
on η, but ends up being too conservative across all the
moment senses (e.g. the optimal linear strategy for the ∞-
moment is d⋆∞ = − 1

s .
These findings support the conjecture that follows from the

consideration of bit-level-models of the system, as in [68],
[69], that in the high SNR regime, linear control strategies
are optimal for this problem.

VI. PROOFS

We start by providing a few lemmas that will be helpful
in the main proofs. This first lemma identifies the support of
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the terms in the conditional density that will be useful for
computing the MAP estimator.

Lemma 6.1: Let X be the set of values of x that satisfy
the inequality ∣∣∣∣ y

x− u
− s

∣∣∣∣ ≤ 1,

for s ≥ 0. Then

X =


|y|

sgn(y)s+1 ≤ x− u ≤ |y|
sgn(y)s−1 s > 1,

|y|
2 ≤ (x− u)sgn(y) s = 1,

x− u ≤ |y|
sgn(y)s−1 or |y|

sgn(y)s+1 ≤ x− u s < 1.

The proof of this is provided in the full version of this paper.

A. s ≥ 1

Without loss of generality, let us assume in this case µ ≥ 1
and X0 > 0. The proofs for the cases µ ≤ −1 and X0 <
0 will proceed identically with some sign flips. Since we
assume µ ≥ 1, we note that sgn(Cn) = 1.

First, we prove a lemma that identifies the MAP-control
in this case.

Lemma 6.2: For all n ≥ 0 we have that

X̂MAP
0|n =

1

s+ 1

n∑
i=0

yi, and

Xn+1 = X0 ·
n∏

i=0

(
1− Ci

s+ 1

)
.

Proof: We proceed by induction on n. For n = 0, we
must show that X̂MAP

0|0 = y0

s+1 , from which it follows that

X1 = X0 − X̂MAP
0|0 = X0

(
1− C0

s+1

)
.

Note that sgn(Y0) = 1, since we assume X0 > 0. To
evaluate X̂MAP

0|0 , by lemmas 3.4 and 6.1 we know the condi-
tional density only has nonzero values fX(X0 = x|H0) =

1
fY (y0)

· 1
4|x| for x ∈ X0 ∩ [−1, 1] where X0:

X0 :=

{{
x : y0

2 ≤ x
}

s = 1{
x : y0

s+1 ≤ x ≤ y0

s−1

}
s > 1.

Since X̂MAP
0|0 = argmaxx∈X0∩[−1,1]

1
|x| , X̂

MAP
0|0 will be the

smallest magnitude value of x in X0. We observe that in both
cases where s = 1 and s > 1 that this smallest magnitude
value is y0

s+1 , and thus X̂MAP
0|0 = y0

s+1 . This establishes the
base case.

Now, assume for all n ≤ k that X̂MAP
0|n = 1

s+1

∑n
i=0 yi and

Xn+1 = X0 · ∏n
i=0

(
1− Ci

s+1

)
. This implies that Xn ≥ 0

for all n ≤ k, since Ci < s+1. Hence, Yn ≥ 0 for all n ≤ k.
Thus X̂MAP

0|n must be increasing in n.

Now to evaluate X̂MAP
0|k+1, consider fX(X0 = x|Hk+1). By

Lemma 3.4 we have that

fX(X0 = x|Hk+1) =
1

2fY
(
yk+1
0

) k+1∏
i=0

1

2
∣∣∣x− X̂MAP

0|i−1

∣∣∣

on the interval Xk+1 ∩ [−1, 1]. This function is decreasing
in |x| for |x| ≥ |X̂MAP

0|k |. We have from Lemma 6.1:

Xk+1 =

k+1⋂
i=0


{
x : yi

2 ≤ x− X̂MAP
0|i−1

}
s = 1{

x : yi

s+1 ≤ x− X̂MAP
0|i−1 ≤ yi

s−1

}
s > 1.

As the |X̂MAP
0|i | are increasing, Xk+1 becomes

Xk+1 =


{
x : yk+1

2 ≤ x− X̂MAP
0|k

}
s = 1{

x : yk+1

s+1 ≤ x− X̂MAP
0|k ≤ yk+1

s−1

}
s > 1.

By similar reasoning as in the base case,
X̂MAP

0|k+1 = X̂MAP
0|k + yk+1

s+1 , and the rest follows similarly
as well.

Lemma 6.3: For the system in (3) with MAP control and
s ≥ 1, Xn → 0 a.s., X̂MAP

0|n → X0 a.s., and

− 1

n
logE

[∣∣∣∣Xn

X0

∣∣∣∣η] = log

(
(1 + η)

(
s+ 1

2

)η)
.

Proof: From lemma 6.2, Xn = X0

∏n−1
i=0

(
1− Ci

s+1

)
.

Let Vi := 1 − Ci

s+1 . Then Vi ∼ Unif[0, 2
s+1 ]. Since s ≥ 1,

0 ≤ Vi ≤ 1 w.p. 1. By the second Borel-Cantelli lemma,
since the Vi are independent and

∑∞
i=0 P(0 ≤ Vi < 1) = ∞,

P(0 ≤ Vi < 1 i.o.) = P(limn→∞ Xn = 0) = 1. So Xn → 0
a.s. Since Xn+1 = X0 − X̂MAP

0|n , then X̂MAP
0|n → X0 a.s.

Now we compute the η-moment decay rate. Since all the
Vi ∼ Unif[0, 2

s+1 ] are i.i.d., we have that:

E
[∣∣∣∣Xn

X0

∣∣∣∣η] = E[V η
0 ]

n
= (1 + η)

(
s+ 1

2

)η

,

which gives the result.

B. s ∈ [0, 1)

Once again, we will assume that X0 > 0, the other case
will proceed similarly. Unlike in the case s ≥ 1, in this case
the sign of Xn cannot be resolved from the observation Yn.
Hence, the system must spend controls learning the sign of
X0. We will first show that X̂MAP

0|n → X0 a.s., and in doing
so, there must be a finite number of steps with probability 1
until sgn

(
X̂MAP

0|n

)
= sgn(X0).

We see from Lemma 6.1 when s ∈ [0, 1), the support
of fX(X0 = x|Hn) has a single growing interval about 0
where X0 cannot be. The endpoints of this interval are the
key points of interest, since these are the values that X̂MAP

0|n
can take on, as we will see. For this we first define:

Definition 6.4 (Positive and Negative X̂MAP
0|n Candidates):

We define the positive candidate for the MAP estimator as

X̂+
0|n = argmax

x≥0
fY (Y

n
0 = yn0 | X0 = x) (10)

i.e. the value x ≥ 0 that maximizes the conditional density
of Y n

0 given X0. Similarly, we define the negative candidate:

X̂−
0|n = argmax

x≤0
fY (Y

n
0 = yn0 | X0 = x). (11)

These candidates update according to the following lemma,
which is omitted for space reasons.
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Lemma 6.5 (Update rule for X̂+
0|n, X̂

−
0|n): At each time

n, X̂MAP
0|n must be one of the two values X̂+

0|n or X̂−
0|n.

Furthermore,

X̂+
0|n+1 = max

(
X̂MAP

0|n +
|Yn+1|

1 + sgn(Yn+1)s
, X̂+

0|n

)
. (12)

If X̂+
0|K > 1, then X̂MAP

0|n = X̂−
0|n∀n ≥ K. Similarly,

X̂−
0|n+1 = min

(
X̂MAP

0|n − |Yn+1|
1− sgn(Yn+1)s

, X̂−
0|n

)
. (13)

If X̂−
0|K < −1 then X̂MAP

0|n = X̂+
0|n∀n ≥ K.

Our proof approach will be to show that X̂MAP
0|n must

converge to one of X̂+
0|n or X̂−

0|n, which in turn converges
to X0. For this we first establish the following properties.

Lemma 6.6: Under MAP control, X̂+
0|n is increasing and

X̂−
0|n is decreasing in n. Furthermore, if X0 > 0, then

∀n, X̂+
0|n ≤ X0 and X̂−

0|n ≤ X0.
The proof for this and subsequent lemmas are in the full
version of the paper.

Now, recall that we are assuming without loss of generality
that X0 > 0. Through the next lemma we characterize the
impact on the system of making the “right” choice, i.e.,
choosing X̂MAP

0|n = X̂+
0|n two times in a row, as well as

the impact of making the “wrong” choice, i.e. choosing
X̂MAP

0|n = X̂−
0|n two times in a row. We see that in one case

the state magnitude decays and in the other it increases.
Lemma 6.7: If X̂MAP

0|n−1 = X̂+
0|n−1 and X̂MAP

0|n = X̂+
0|n,

then Xn+1 = QnXn where Qn ∼ Unif[0, 1]. If instead
X̂MAP

0|n−1 = X̂−
0|n−1 and X̂MAP

0|n = X̂−
0|n, then Xn+1 = QnXn

where Qn ∈ [1, 2
1−s ].

This lemma helps us show that X̂MAP
0|n → X̂+

0|n a.s. and
then that X̂+

0|n → X0 a.s..

Lemma 6.8: X̂MAP
0|n → X̂+

0|n a.s. as n → ∞.
The proof of Lemma 6.8 proceeds by showing that X̂MAP

0|n
cannot equal X̂−

0|n infinitely many times, since every time
this happens we will strictly decrease the negative candidate
X̂−

0|n, and thus it must eventually cross −1. Hence X̂MAP
0|n

must converge to X̂+
0|n.

Lemma 6.9: X̂+
0|n → X0 a.s. as n → ∞.

The core idea behind Lemma 6.9 is the monotone con-
vergence theorem. We show that X0 must be the essential
supremum of X̂+

0|n. Thus the sequence must converge to X0.
Combining Lemmas 6.8 and 6.9, we obtain that X̂MAP

0|n →
X0 a.s. as n → ∞ for the case X0 > 0. Finally, we compute
the η-rate for 0 ≤ s < 1.

Lemma 6.10: For (3) with MAP control and 0 ≤ s < 1,

lim
n→∞

− 1

nη
logE

[∣∣∣∣Xn

X0

∣∣∣∣η] =
1

η
log(1 + η).

The proof of Lemma 6.10 upper and lower bounds the rate by
considering the worst case and best case performance during
the X0 sign estimation period, and showing that as n → ∞
both bounds converge to the same value.

VII. CONCLUSION AND FUTURE WORK

To the best of our knowledge, we provide the first known
strategy with a provable convergence rate for control of
the system in (3). We conjecture that the linear strategy is
optimal in the case of high SNR.
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