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Abstract— A principled approach to safety verification of
dynamical systems demands formal guarantees. Barrier cer-
tificates are an effective tool for searching safety proofs in
the form of inductively verifiable invariants. However, finding
barrier certificates is an expensive and time-consuming process
that demands human expertise in selecting various templates,
hyperparameters, and decision procedures. Is it possible to
transfer the knowledge gained in finding a barrier certificate and
control algorithm from a given environment (source environment)
to a different but related environment (target environment)?
This paper presents a transfer learning approach to adapt the
barrier certificates (of any template) in the form of neural
networks from the source to the target environment. We derive
a validity condition to formally guarantee the correctness of
network by leveraging its Lipschitz continuity. To demonstrate
the effectiveness of our approach, we apply it to two case
studies, namely the inverted pendulum, DC motor and Room
temperature control. Our results show that transfer learning
can successfully adapt barrier certificates from the source to
the target environment, reducing the need for human expertise
and speeding up the verification process.

I. INTRODUCTION

The importance of safety in hybrid systems has grown
significantly due to the rising prevalence of autonomous sys-
tems in safety-critical infrastructure such as self-driving cars,
implantable medical devices, robotics, and industrial control
systems. Barrier certificates [1]–[3] facilitate a deductive
approach to safety by enabling an easy-to-verify condition
that the system stays clear from unsafe regions. Intuitively, a
barrier certificate is a real-valued function over the state space
whose level sets can separate the reachable state space from
the unsafe space, acting as a “barrier” between two regions.
The search for a barrier certificate with a desired template
can be automated using powerful decision procedures such
as sum-of-squares optimization [4] or satisfiability modulo
theory (SMT) solvers [5]. However, this process still requires
considerable human insight and remains a computationally
and intellectually challenging task that demands expertise in
control theory and optimization.

This paper proposes the use of tools from transfer learn-
ing [6], [7] as a practical and efficient method to lift safety
guarantees enabled by barrier certificates from one system to
a different but related environment. By leveraging existing
barrier certificates and transferring them to new systems, we
can reduce the time and compute resources [8] required
for synthesizing new certificates. Our approach aims to
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facilitate the safe deployment of autonomous systems in
new environments while reducing the verification burden.

Transfer Learning for Safety. While for traditional software
systems it is safe to assume that guarantees established at
design time will continue to hold, this assumption does
not hold for software controlling hybrid dynamical systems.
The dynamics of the environment may evolve over time
due to several factors, including mechanical wear and tear,
changes in operating conditions (such as ambient temperature
and humidity), and changes in requirements. As a result, it
is not always possible to rely on barrier certificate-based
guarantees established at design time to continue to hold for
all future manifestations of the system. However, oftentimes,
the changes in system dynamics are not drastic and may
not require a costly redesign of the entire system. This
underscores the need for efficient and systematic approaches
to transfer guarantees from previous versions of the system
to adapt to new realities. In this paper, we explore transfer
learning approaches to leverage existing barrier certificates
to provide safety guarantees for new versions of the system
without requiring a full-scale verification of the entire system.

Advances in Transfer Learning. Transfer learning is a
mature sub-field of AI that utilizes a previously learned
knowledge in source domain in order to apply it to target do-
main. Transfer learning started with using previously learned
weights of a neural network to speed up the training of a new
one [9]. Recently, new training methods for neural networks
were introduced, including domain adversarial training [10]
and adversarial discriminative domain adaptation [11]. These
methods provide invariance to small shifts in data distribution
by extracting robust features that do not depend on a specific
data set. Adversarial learning methods are a promising tool
in training robust neural networks, by which they attempt
to mitigate the domain shift. Fine-tuning and retraining a
network from scratch for similar domains is computationally
expensive, or labeled data is sparse or non-existent in target
domain [10], [11]. Though transfer learning has achieved
astounding results in practice [10], [11], it does not provide
formal guarantee.

Neural Network Based Barrier Certificates. Neural net-
works are universal approximators that can be trained using
input-output data to learn to approximate arbitrary Borel-
measurable function with arbitrary precision. This has rev-
olutionized the capability of autonomous systems due to
their applications in perception, adaptation via reinforcement
learning, and control. More recently, neural networks has been
exploited to develop data-driven methodology to learn barrier
certificates for systems where explicit dynamics in unavailable.
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Fig. 1. A simple neural network with 1 hidden layer

They provide formal [12] and statistical [13] guarantees on
the barrier certificate based on various assumptions (Lipschitz-
continuity) about the underlying system. Recently, new
methods have emerged in order to provide formal guarantee
for neural networks by utilizing semidefinite constraints, yet
these methods are still plagued with high complexity [14].
Our work builds upon and complements these approaches
by transferring barrier certificates of any template (neural
networks or polynomial functions) as a neural network based
barrier certificate [15], [16] and establishes formal guarantees
on its properties.

Contributions. We propose a novel transfer learning method
by leveraging previously learned knowledge to ensure safety
of the system. We provide formal guarantee by deriving a
validity condition based upon Lipschitz continuity. In addition,
we implement the validity condition in neural network training
by enforcing small Lipschitz constant on the neural network.
Hence, there is no need for posterior verification. Finally,
we illustrate suitability of our method by applying it to two
relevant case studies.

II. PRELIMINARIES

Let Rn be the n-dimensional Euclidean space equipped
with infinity norm ∥·∥. We write N and N>0 to denote the sets
of non-negative and positive integers, respectively. A rectified
linear unit (ReLU) is a commonly used activation function
σ : R→ R defined as σ(x) = max{x, 0}. We can generalize
this function from scalars to vectors as σ : Rn → Rn in a
straightforward fashion by applying ReLU component-wise.

A. Feedforward Neural Networks

A feedforward neural network (henceforth, network) is a
weighted directed acyclic graph (see Figure 1) organized in a
sequence of layers performing linear mappings followed by
non-linear activations. We focus on networks with k fully-
connected layers where each layer i is characterized with a
weight matrix Wi and a bias vector bi of appropriate size
and is followed by a ReLU.

A neural network [17] can be viewed as a function F :
Rni → Rno . Given an input y0 ∈ Rni , a neural network will
compute an output yk ∈ Rno as follows:

x(1) = W1y0 + b1, y1 = σ(x(1))

x(2) = W2y1 + b2, y2 = σ(x(2))

...
x(k) = Wkyk−1 + bk, yk = σ(x(k))

We call yi−1 and yi the input and output of the i-th layer,
respectively, and x(i) the intermediate values at layer i. It
is easy to see that neural networks with ReLU activations
represent a Lipschitz continuous functions.

Backpropagation [18] is a popular algorithm to learn
various parameters of the network (Wi, bi)

k
i=1 from input-

output data driven by a loss function LF characterizing the
closeness of F with the dataset.

B. Safety via Barrier Certificates

We consider discrete-time control systems operating under
a given feedback control defined as the following.

Definition 2.1 (Discrete-Time Control System): A
discrete-time control system (henceforth, system) S
is a tuple (X,X0, U, f) where X ⊆ Rn is the bounded set
of states, X0 ⊆ X is the set of initial states, U ⊆ Rm is the
set of inputs, and f : X × U → X is the state transition
function.

The evolution of S from an initial state x0 ∈ X0 under a
feedback control u : X → U is the infinite state sequence
Xx0,u = ⟨x(0), x(1), x(2), . . .⟩ where x(0) = x0 and

x(t+ 1) = f(x(t), u(t)) for all t ∈ N. (1)

We write Su for a system S evolving under the controller
u : X → U . When clear from context, we write Xx0,u to
also denote the set of states in the evolution Xx0,u. We define
the set of reachable states of under u as the set

Xu =
⋃

x0∈X0

Xx0,u.

Given a system S, a feedback controller u : X → U , and
a set of unsafe states X† ⊆ X , we say that system Su is
safe if Xu ∩X† = ∅. Barrier certificates [1] are real-valued
functions over X whose zero-level sets separate reachable
and unsafe states and can be used to guarantee safety.

Definition 2.2: Consider a system S = (X,X0, U, f). A
function B : X→R is a barrier certificate for S under a
controller u : X → U against unsafe states X† ⊆ X , if there
exists η ≤ 0 such that

B(x) ≤ η for all x ∈ X0,
B(x) > −η for all x ∈ X†, and

B(f(x, u(x)))− B(x) ≤ η for all x ∈ X .
(2)

The following lemma characterizes the correctness of the
barrier certificates.

Lemma 1: Consider a system S = (X,X0, U, f). The
existence of a barrier certificate B : X→R satisfying (2)
for S under a controller u : X → U against unsafe states
X† ⊆ X implies that Su is safe.

Proof: Note that the zero sublevel set of the barrier
certificate B≤0 = {x : B(x) ≤ 0} characterizes an inductive
invariant over the reachable state space. It is easy to verify
that every evolution ⟨x(0), x(1), x(2), . . .⟩ remains in B≤0:

• the initial states x(0) ∈ B≤0 as B(x(0)) ≤ η, and
• for every t assuming x(t) ∈ B≤0 implies that x(t+1) ∈

B≤0 as B(f(x, u(x)))− B(x) ≤ η.
Finally noting that no state in X† is in B≤0, as B(x) > −η
for all x ∈ X†, completes the proof.
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Hence, in order to provide formal guarantee for safety of
the system S, it is sufficient to find a controller and the
corresponding barrier certificate. Given a controller, one
restricts the search for a barrier certificate within a given
template (e.g., polynomial functions of a fixed degree)
and employs decision procedures such as sum-of-squares
programming [19] or satisfiability-modulo-theory (SMT)
solver [20]. In practice, one can combine combine the search
for control and barrier certificates [2], [3].

Despite over twenty years of research in synthesizing
barrier certificates, the search for barrier certificates require
human insight in selecting the template, decision procedures,
and requires considerable computational resources in estab-
lishing the barrier certificate conditions. More often than
not, fixing the barrier certificate’s template is too restrictive
and one may not be able to find a barrier certificate. To
tackle both challenges, feedforward neural networks have
been proposed [15], [16] to represent barrier certificates.

III. TRANSFER LEARNING FOR BARRIER CERTIFICATES

We are interested in the following problem of transferring
barrier certificates from the source system to the target.

Definition 3.1 (Barrier Transfer): Consider two different
but related systems: the source S = (X,X0, U, f) and the
target T = (X,X0, U, f̂). Assume that the control law u :
X → R and barrier certificate B : X → R for S are given.
The barrier transfer problem is to find a barrier certificate
B̂ : X → R demonstrating the safety of T under u.

If the system T is close to the system S , we should be able
to adapt the previously acquired knowledge in B to learn
the barrier certificate B̂. This is the central thesis behind
transfer learning [21]. We develop a solution to the barrier
transfer problem by designing a novel architecture combining
the ideas from generative adversarial networks (GANs) [22]
and a recent transfer learning approach known as adversarial
discriminative domain adaptation (ADDA) [11].

The GAN is an adversarial training approach to learn a
generative model where two networks (the generator and the
discriminator) have interdependent loss functions such that
the goal of the generator network is to increasingly learn
a more refined concept, while the goal of the discriminator
network is to continue to improve in finding errors in generator
network. As they are trained iteratively, both networks get
increasingly performant in their respective tasks. The ADDA
approach, on the other hand, is a transfer learning approach to
transfer a classifier from one setting to another. The key idea
is based on the common wisdom [23] that the initial layers
of a neural network tend to extract features, while the latter
layers perform a classification task [24] based on the learned
features. In this approach, network is forced to learn robust
features that do not depend on a specific domain. Hence, if
we can learn the to extract features from the new environment
such that a discriminator network cannot distinguish if the
features is coming from the source environment or the target,
the feature extraction is learned from the target environment in
such a manner that is consistent with the source environment.

Fig. 2. Transferring formal guarantee. Our proposed method consists of
two neural networks, discriminator and generator. Generator is learning how
to represent a barrier certificate for target system while discriminator is
distinguishing between source and target barriers.

Thus, one can use the classifier network (which maps the
features into labels) from source domain in target domain.

Our work combines GAN and ADDA approaches to
transfer barrier certificates from the source system to the
target. Our architecture is depicted in Figure 2 where the
generator network for the barrier certificate (in blue) and the
discriminator network (in gold) distinguishing between source
and target systems by only observing barrier function values.
As the transfer learning approaches do not provide formal
guarantees, we enclose our learning approach within a formal
framework of data-driven learning of barrier certificates to
establish formal guarantees. In particular, we sample the
state space by picking data points using a fine grid and
exploit Lipschitz continuity argument to establish that a barrier
certificate faithful to the grid point remains faithful to all
unseen points within the grid.

The rest of the paper is organized a follows. We begin
(Section III-A) by talking about of data generation, followed
by the validity condition (Section III-B) to ensure the
correctness of barrier certificates. Our key contribution of the
architecture of our transfer learning is discussed in Section III-
C followed by some optimization to the architecture in
Section III-D.

A. Data Generation

Our approach to barrier transfer problem is to learn B̂ as
a neural network by forming a uniform grid on state space.

Xgrid = ⟨x1, . . . , xN ⟩, (3)

where N is the total number of grid points. we form the data
sets (I,U , E) as

I = Xgrid ∩X0,

U = Xgrid ∩X†, and

E = ⟨(xi, f(xi, u(xi)), f̂(xi, u(xi)))⟩Ni=1.

(4)

Using grid points, we construct cover sets consist of hyper-
rectangles

Ri (xi, ϵi) := {x ∈ X | 0 ≤ ∥x− xi∥ ≤ ϵi} (5)
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centered at sampled points (xi), by defining ϵ̂ = maxi ||ϵi||,
then for all x ∈ X , there exists xi, i ∈ {1, . . . , N},
such that ||x − xi|| ≤ ϵ̂. Therefore, data sets I, U ,
and E corresponding to X0, X† and X are constructed
by considering corresponding representative points, which
networks is trained on.

B. Validity Condition

When the training is done, generator would be the barrier
for target system, thus it needs to satisfy conditions in (2).
To ensure safety, we need to provide formal guarantee for
the neural network, since the network is trained on finitely
many data points. As it was mentioned before, the state set
is discretized with N samples. In order to provide formal
guarantee for unseen data, we propose Theorem I.

Theorem 1: Consider a system S with controller u, initial
and unsafe sets X0 and X†, respectively. Let B be a Lipschitz
continuous barrier for the given system S that has been
acquired using finitely many samples. Furthermore η∗ is a
value that satisfies (2) for the said data points. If

Lϵ̂+ η∗ ≤ 0, (6)

in which L is the Lipschitz constant of the barrier with respect
to x, then B is valid for the entire state set as it has been
mentioned in (2).

Proof: Assuming η∗ satisfies (2), following conditions
hold.

B (xi) ≤ η∗, ∀xi ∈ I,
B (xi) > −η∗, ∀xi ∈ U ,
B (f (xi, u (xi))− B (xi) ≤ η∗, ∀xi ∈ E ,

(7)

for all i ∈ {1, . . . , N}. Based on Lipschitz continuity property
of the barrier B we have

B(xj)− B (xk) ≤ L∥xj − xk∥ . (8)

where xi, xk ∈ X . Furthermore, for all x ∈ X0 there exists
xi such that ||x− xi|| ≤ ϵ̂. Incorporating this property, we
get

B(x)− B (xi) ≤ L∥x− xi∥ ≤ Lϵ̂, (9)

where xi is a center of a hyper-rectangle. Rearranging the
equation

B(x) ≤ Lϵ̂+B(xi). (10)

According to barrier definition B(xi) ≤ η∗ for all xi ∈ X0.
Thus

B(x) ≤ Lϵ̂+ η∗. (11)

which is negative according to (6). Similarly, one can show
that B(x) > 0 for all x ∈ X† and B(f(x, u(x))− B(x) ≤ 0
for all x ∈ X . Hence, B satisfies (2) for entire state set.

C. Transfer Learning Architecture

Our architecture for barrier transfer consists of two in-
dependent networks: the generator network G : Rn → R
and the discriminator network D : R → R. Both of these
networks are fully-connected with ReLU activation units and
the number of hidden layers is left as a hyperparameter in our
architecture. The generator network is being trained to capture

the barrier certificate for target system. On the other hand,
the discriminator network takes a single input, which can
be from the generator (barrier for target system) or barrier
of the source system. As its name suggests, this network
tries to distinguish whether the given input is from target
or source barrier. Output of this network is a real number
corresponding to the probability of belonging to either source
or target barrier. This task of distinguishing data is known as
supervised learning, where you assign a label to each data
instance [24].

In order to train the discriminator, we model the probability
using logistic function v(z) = (1 + e−z(l))−1 where z(l) is
some function of the scaler input l which can be optimized.
Since we can classify the inputs with two labels (source and
target), we assign v(l) = 1 to the source and v(l) = 0 to the
target data. Assuming D(l) is the output of the discriminator,
the probability of l belonging to source and target is vy=1 =

ŷ = (1 + e−D(l))
−1

and vy=0 = 1 − ŷ, respectively. Here
y denotes the true label and ŷ is the label predicted by the
discriminator. Therefore, we employ cross-entropy loss as a
measure of dissimilarity between these two

H(y, ŷ) = −y log ŷ − (1− y) log(1− ŷ), (12)

Note that the loss is zero when y = ŷ.
Generator is trained on how well it managed to trick the

discriminator
LG = H(1, D(G(x))). (13)

In addition to (13), we add the Lipschitz constant of the
network to its loss to encourage the generator to minimize
its Lipschitz constant. Therefore generator’s loss is

LG = H(1, D(G(x))) + L, (14)

where L is Lipschitz constant. Small Lipschitz constant is
paramount for our validity condition; which will be discussed
later. Similarly, discriminator is trained on how well it
manages to distinguish between real barrier and generated
barrier output

LD = H(0, D(G(x))) +H(1, D(B(x))), (15)

where B(x) denotes the barrier for source system.
We employ data-driven methods to estimate L. Assume

B : Rn → R is a Lipschitz continuous neural network barrier.
Firstly, we sample M points in the state space and calculate
the absolute value of the slopes

sij =
|B(xi)−B(xj)|

|xi−xj | ∀i, j such that i ̸= j, (16)

where xi and xj are two sampled points. Then we choose
the maximum of sij . This procedure is repeated M

′
times

and an inverse weibull distribution is fitted to the maximum
slopes. The location parameter is an estimate of the Lipschitz
constant [25]. One can get a more accurate estimation if
|xi − xj | ≤ δ for a small δ > 0. Based on proposition 1 in
[25], as M,M

′ → ∞ and for small δ > 0, the estimated
Lipschitz constant converges to its true value.

Throughout this paper, we do not consider the error in
estimating the Lipschitz constant since we use sufficiently
large M and M

′
and small δ such that the error is negligible.
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D. Adaptive Training for Barrier Transfer

In order to facilitate training, we use two different discrim-
inator networks and, consequently, we have two different
phases of training. The first phase consists of randomly
sampling points from each data set I, U , and E , then
generating the corresponding barrier values for each of three
conditions. When the generator can satisfy first and second
barrier conditions for all points, we move to the second phase.

In the second phase, we directly use the data that are
violating the third condition. Using adaptive training, we
managed to reduce the number of iteration considerably.
Additionally, if most of the points in the data set satisfy
the barrier conditions, then the loss would likely be zero or
a small value and network will not learn anything. Thus, it
is intuitive to use the points that violate barrier conditions to
train the network, instead of relying on sampling. Training
stops when all three conditions of barrier certificate and
Lϵ̂+ η ≤ 0 for all the data points are satisfied. Algorithm 1
outlines our proposed method.

IV. CASE STUDIES

In this section, we illustrate effectiveness of our method
by utilizing two case studies. For all case studies, we trained
the neural network on Nvidia RTX 4090 GPU coupled with
Intel core I7 13700k CPU. We use Adam optimizer in order
to train the neural networks [26].

A. Inverted Pendulum

For the first case study, we consider an inverted pendulum.
Dynamics of the system can be described as

S :
[

x1(k + 1)
x2(k + 1)

]
=

[
x1(k) + τ (x2(k))

x2(k) + τ g
l

(
sin (x1(k)) +

1
ml2u

) ]
,

where x1, x2 are angular position and velocity, respectively.
Constants m = 1 and l = 1 are the mass and the length of
the pendulum, g = 9.8 is the gravitational acceleration and
sampling time τ = 0.01. The state set is X = [−π

4 ,
π
4 ]

2,
initial state set X0 = [− π

15 ,
π
15 ]

2, safe state set Xs =
[−π

6 ,
π
6 ]

2 and unsafe state X† = X \ Xs. For the target

Algorithm 1 Learning barrier
Input: X0, Xu, X, ϵ̂, Bs, us

Output Bt, η

Construct data sets I,U , and E from X0, X† and X .
Initialize η, generator Gt and discriminators D1, D2.
while Conditions not satisfied do

if Gt(I) ≤ η and Gt(U) > −η then
ind← {i | Gt(Ei)−Gt(xi) > η}
Update loss LG(X[ind]) and LD2

(X[ind])
else

bX ← Random batch
Update loss LG(bX) and LD1(bX)

end if
end while
Return Bt, η

Fig. 3. State trajectories with different initial conditions. As it can be
inferred, starting from X0 system will not reach the unsafe set.

TABLE I
DIFFERENT PARAMETERS FOR TARGET SYSTEM

m l Iterations Convergence
time (min)

1.05 1.05 600 7

1.1 1.1 2458 19

1.2 1.1 3689 25

1.2 1.2 7000 30

1.5 1.5 NA NA

system, we assume m = 1.2 and l = 1.1. Additionally,
barrier and controller for the source system are obtained
using [12], but barrier does not satisfy the third condition in
(2) for the target system.

Our method converged quite fast with roughly 4000
iterations, η∗ = −0.002, L = 1.9 and ϵ̂ = 0.001 as
final parameters. Four different trajectories of the system
are depicted in Figure 3, xij denotes the jth state of
ith trajectory. Table I shows different target systems and
number of iterations. The method presented in [12] typically
converges in approximately 50 minutes on average, with minor
adjustments to the Lipschitz constant estimation. The findings
in [12] involve the computation of the global Lipschitz
constant, which is computationally intensive. To ensure a
fair comparison, we adopted the same sampling technique
for Lipschitz constant estimation, resulting in a significant
reduction in convergence time.

As we can see, the more parameters change compared to
the source system, neural network require more iterations to
converge. This trend continues until we reach a point where
source and target differ so drastically that neural network
cannot converge; meaning one cannot use the same controller
for target system.

B. DC Motor

In this case study, we consider a discrete-time DC motor.
The dynamics of the system are

S:
[

x1(k + 1)
x2(k + 1)

]
=

[
x1(k)+τ

(−R
L x1(k)− K

L x2(k) +
1
Lu

)
x2(k) + τ

(
K
J x1(k)− b

J x2(k)
) ]

,
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where states x1 and x2 are the armature current and rotational
speed of the shaft, parameters R = 1, L = 0.5, J = 0.01
,τ = 0.01 and b = 0.1 are the electric resistance, the electric
inductance, the moment of inertia of the rotor, sampling time
and the friction constant, respectively. In addition, K = 0.01
represents both the motor torque and electromotive force
constant. For the target system, we consider R = 1.5,
L = 0.55, J = 0.011, b = 0.11 and K = 0.011. Barrier
and controller are obtained via [12] for the source system.
As before, barrier for the source system violates the third
condition in (2) for the target system.

Regions of interest are X0 = [−0.005, 0.005] ×
[−0.05, 0.05], Xu = [0.5, 0.7] × [0.06, 0.1] and X =
[−0.7, 0.7] × [−0.1, 0.1]. The input of the system, i.e. u,
is the voltage, and it is within the set U = [−1, 1]. Our
method converged with only 2000 iterations in 5 minutes with
η∗ = −0.02, L = 19.2 and ϵ̂ = 0.001 as final parameters.
The method proposed in [12] typically converges in an average
time of 35 minutes, as previously mentioned, with minor
adjustments made to the Lipschitz constant estimation.

Remark 1 (Systems with disturbance): In our simulations
we have also considered target system to have the same
parameters, but with added and multiplicative disturbance for
dc motor and inverted pendulum, respectively. For inverted
pendulum, the amplitude of the disturbance was 0.05% of the
states, and for the DC Motor, amplitude of added disturbance
was 0.1. Needless to say, disturbance caused the barrier for
the source system to fail. Our proposed method was able to
compute a barrier for the target system while adhering to
validity condition in (7). Henceforth, one can also utilize this
method to provide formal guarantee for a target system that
has been plagued with disturbance.

V. CONCLUSION

Our paper proposes a novel model-free approach to
transferring formal guarantee between two iterations of a
system. By utilizing neural networks to represent barrier
certificates, we can overcome the problem of unknown model
and only require data samples from the given system, without
any prior mathematical knowledge. Our approach employs
two distinct neural networks: a generator and a discriminator,
which work together to, respectively, generate and critique
the barrier certificate. Furthermore, we proposed a validity
criteria that ensures the correctness of the barrier certificate
over the entire state set, rather than just the finite data points
used for training. We have demonstrated the effectiveness of
our method through two relevant case studies, showing that
our approach can significantly improve the transfer of safety
proofs between different iterations of a system.

For future work, we intend to provide a formal theory for
transferring barrier certificates with clear notion of closeness
and convergence guarantees.
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