
Fast Constraint Screening for Multi-Interval Unit Commitment

Xuan He1, Jiayu Tian2, Yufan Zhang3, Honglin Wen4 and Yize Chen1

Abstract— Power systems Unit Commitment (UC) problem
determines the generator commitment schedule and dispatch
decisions for power networks based on forecasted electricity de-
mand. However, with the increasing penetration of renewables
and stochastic demand behaviors, it becomes challenging to
solve the large-scale, multi-interval UC problem in an efficient
manner. The main objective of this paper is to propose a fast
and reliable scheme to eliminate a set of redundant or inactive
physical constraints in the high-dimensional, multi-interval,
mixed-integer UC problem, while the reduced problem is
equivalent to the original full problem in terms of commitment
decisions. Our key insights lie on pre-screening the constraints
based on the load distribution and considering the physical
feasibility regions of multi-interval UC problem. For the multi-
step UC formulation, we overcome screening conservativeness
by utilizing the multi-step ramping relationships, and can
reliably screen out more constraints compared to current
practice. Extensive simulations on both specific load samples
and load regions validate the proposed technique can screen
out more than 80% constraints while preserving the feasibility
of multi-interval UC problem.

I. INTRODUCTION

Obtaining accurate solutions for unit commitment in an
efficient manner is crucial for ensuring reliable generation
dispatch [1]. For transmission grid operations, Unit com-
mitment (UC) problems are typically formulated as mixed
integer programming (MIP) problems involving both discrete
variables for generator statuses and continuous variables
for dispatch levels. In particular, for the multi-interval UC
problems, temporal constraints, such as ramping constraints,
are incorporated to regulate the capacity at which generators
can adjust their output levels in response to dynamic changes
of electricity demand and system conditions. However, due
to the NP-hard nature of such nonconvex MIP problems, the
solution process can be exceedingly time-consuming [2], [3].
Such computation complexity can be further increased by the
existence of numerous network constraints such as line flow
limits [4], [5].

The need to accelerate the unit commitment (UC) solution
process has prompted research into developing a surrogate
UC model with fewer line flow limits while maintaining
the solution equivalence of the resulting UC problem and
the original UC problem. Such technique is backed up by
the observation that only a subset of security constraints is
binding in the real world systems. The process to identify
the appropriate subset of line flow limits is termed constraint
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screening [6], [7]. [6] proposes to eliminate the constraints
whose line flow cannot reach the boundary given load inputs
and show that the feasible region will be the same as the
original UC problem.

However, for the standard screening model [6], [8], screen-
ing strategies can be conservative, while many redundant or
inactive constraints are still kept rather than screened out. [9]
and [10] propose the cost-driven screening models to utilize
the operating cost constraint to limit the line flow value
range further. Yet most of the literature focus on single-step
formulation of UC constraint screening, while ignoring the
impact of temporal constraints such as generation ramping
constraints on the feasible region of screening problems.
On the other hand, relaxed binary variables of generator
commitment schedule in the standard screening model for a
load sample also enlarge the line flow value range [11]. The
strong representation capability by machine learning (ML)
models [12], [13] can be utilized to predict the value of the
binary variables, i.e., the decisions of generator states, which
shows potential for further integrating the predictions to the
screening model to handle the loose line flow range issue.

Another concern is the computation costs in standard
constraint screening setup, which come from solving the
optimization-based screening problem for each network con-
straint and each electricity load instance. For the former,
the ML models [14]–[18] directly use ML predictions to
classify if a network constraint is redundant, while there is
no guarantee the reduced UC is equivalent to the original
one. For the latter, in fact, empirical evidence shows that the
samples belonging to some typical load regions can have the
same set of redundant constraints in their corresponding UC
problems [11]. It is then sufficient to implement screening
on the load region rather than working on individual load
sample [19], [20].

To address such challenges, we develop one of the first
multi-interval UC constraint screening models to narrow
down the search space of line flow constraints reliably, lead-
ing to screening strategy with more efficient performance.
Our key insights lie on integrating the temporal constraints,
i.e., the ramping constraints to the standard screening model,
and such approach can be applied for either given load region
or individual load sample. The potential of utilizing the
ML predictions of generator states to improve the screening
efficiency is also explored. Specifically, we formulate a
tractable linear programming problem for multi-interval UC,
and prove that more inactive constraints can be eliminated
without changing the feasible region of original UC problem.
Moreover, our method can be flexibly integrated to screen
constraints for either one specific load vector, or to achieve
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solver warm-start (offline constraint screening beforehand to
get the reduced problem which can be later used for real-time
operation problem) for a given load region. We term these
two cases as sample-aware [6] and sample-agnostic [11]
constraint screening respectively. Specially, for the sample-
aware case, we further propose to make use of ML prediction
on commitment schedule to better limit the search space
of the constraint screening problem. In the sample-aware
case on IEEE 39-bus system, our proposed method with
ground truth generator states can achieve 95.3% screening
rate, achieving a boost compared to the standard constraint
screening [6] (82%). With partial predictions, the feasible
rate of our method reach 84% while the solution gap is
only 0.32%. In the sample-agnostic case on 118-bus, our
procedure can also find the most compact form of UC
problem after the more efficient screening process.

Fig. 1: Illustration of the inactive constraints corresponding
to the different feasible region. By using our technique, it

is possible to screen more constraints (line in red)
compared to standard single timestep screening method.

II. MULTI-INTERVAL UC PROBLEM FORMULATION

In this paper, we assume the system operators need to
decide both the ON/OFF statuses (the commitment schedule)
as well as dispatch level for all generators. Herein we
consider the day-ahead UC problem taking ramp constraints
into consideration. For the T timesteps UC problem with n
generators involved, the problem is formulated as

min
u,x,f

T∑
t=1

n∑
i=1

cixi(t) (1a)

s.t. uixi ≤ xi(t) ≤ uix̄i, ∀i, t (1b)

− f ≤ Kf(t) ≤ f , ∀t (1c)
x(t) +Af(t) = ℓ(t), ∀t (1d)
ui(t) ∈ {0, 1}, ∀i, t (1e)
xi(t)− xi(t− 1) ≤ Rup

i ui(t− 1)

+ Rsu
i (ui(t)− ui(t− 1)) + x̄i(1− ui(t)) ∀i, t

(1f)

xi(t− 1)− xi(t) ≤ Rdn
i ui(t)

+ Rsd
i (ui(t− 1)− ui(t)) + x̄i(1− ui(t− 1)) ∀i, t.

(1g)

In the UC problem, we optimize over the generator sta-
tuses u, the generator dispatch x and the line power flow f to

find the least-cost solutions with cost defined in the objective
function (1a). ci denotes the cost coefficient. Constraint (1b),
(1c) and (1d) denotes the generation bound, the flow bound
and the nodal power balance respectively. Note that the
power flows are modeled as a DC approximation, while
the phase angles are absorbed into the fundamental flows
f ∈ Rn−1 [21], [22]; K and A map such fundamental flows
to flow constraints and nodal power balance respectively. (1e)
enforces the binary constraint of generator statuses, where
ui = 1 indicates the generator is on. (1f) and (1f) are the
ramping constraints to enforce limitations on the speed at
which generators are able to modify their output levels in
response to fluctuations in demand or system conditions.
Rup

i , Rsu
i , Rdn

i , Rsd
i are the upward limits, downward, start-

up and shut-down capacity.
For the power system with numerous generators and

networks, (1) can be a large-scale MILP problem, which is
intractable to solve efficiently so as to satisfy the compu-
tation requirement of finding generation dispatch decisions.
Meanwhile, there is a large number of inactive constraints,
especially the inactive network constraints, giving the poten-
tial to simplify (1) by screening out such inactive constraints.
Then it is possible to solve a reduced UC problem with fewer
engineering constraints.

III. MULTI-INTERVAL CONSTRAINT SCREENING MODEL

A. Modeling of Inactive Constraints

In this work, we follow the definition of inactive constraint
firstly formulated by [6]. One constraint can be treated as
inactive if it has no influence on the feasible region of the
multi-interval UC problem, and can thus be eliminated as
illustrated in Fig. 1. For the constraint screening problem, it
is thus of interest to correctly screen out as many inactive
constraints as possible. And ultimately, we want to tighten
the feasible region and make it close to the original UC
problem, so constraints like those marked in red in Fig. 1
can be screened out.

To formulate the feasible region mathematically, we use
P to denote the feasible region defined by a constraint set
CP . CP is a subset of the original UC problem’s constraint
set. Then the actual feasible region of the original problem
defined by (1b)-(1g) can be naturally a subregion of P .

Definition 1: A network constraint Kjf(t) ≤ f or
Kjf(t) ≥ −f is defined inactive to P if and only if,

P ⊇ P−{j}; (2)

where P−{j} is the region defined by the constraint set CP

eliminating Kjf(t) ≤ f j or Kjf(t) ≥ −f j , and we denote
this set as CP/j .

B. Single-Step Constraint Screening

To identify each inactive flow constraint, the standard
optimization-based screening model [6] tries to evaluate
whether the line j will be binding given the load input. In (3)
we describe such formulation, which can be used to conduct
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the sample-aware constraint screening for the j-th line at
time step k.

max
uk,xk,fk

/ min
uk,xk,fk

Kjf(k) (3a)

s.t. uixi ≤ xi(k) ≤ uix̄i, i = 1, ..., n
(3b)

− fF/j ≤ KF/j f̂(k) ≤ fF/j (3c)
x(k) +Af(k) = ℓ(k) (3d)
0 ≤ ui(k) ≤ 1. i = 1, ..., n; (3e)

where ℓ is a known load vector for UC problem. Note that
this formulation can be extended to eliminate some inactive
constraints for multi-interval UC problem in [6], where
CP/j = (3b) − (3d)∪{ui(t) ∈ {0, 1}}. Note that (3e) relaxes
u as the continuous variables and thus (3) can be solved as
a linear programming problem. However, the feasible region
P considered by this model ignore the impact of the ramping
constraints, leading to a more relaxed screened region P−{j}.
This means more constraints can be identified as active for
the screened region, while actually they are inactive for the
feasible region of original UC problem, as shown in Fig. 1.

C. Multi-Step Constraint Screening

In practice, multi-period UC is adopted for day-ahead
scheduling. Yet in such multi-period problem, the existence
of ramping constraints complicate both the solution proce-
dure and also the analysis for constraint screening. Thus
there are fewer previous literature working on this more
realistic setup. Intuitively, ramping constraints can limit the
generation range level and further limit the line flow regions.
Naturally, the ramping constraints can also influence the
constraint screening process, and to illustrate this, consider
the three-node network depicted in Fig. 2.

Fig. 2: Illustrative example of the three-node network.

1) Influence of the ramping constraints on screening:
Assume that we are screening f1(t + 1) and considering
the impact of a ramping-down constraint. Suppose we have
load l3(t) = 60MW, l3(t + 1) = 35MW, and we assume
the upper bound of f1 is 30MW. Assume at timestep t, we
know the dispatch solution x1(t) = 30MW, x2(t) = 30MW.
Regarding the screening models maximizing the line flow
of f1(t) we have: For the single-step screening, x1(t+1) =
35MW, x2(t+1) = 0MW, f1(t+1) = 30MW, then the upper
bound of f1(t+1) is identified as active. For the multi-step
screening, x1(t + 1) = 20MW, x2(t + 1) = 15MW, f1(t +
1) = 20MW, then the upper bound of f1(t+1) is identified
as inactive.

The above example illustrates that considering the ramp-
ing constraints in the screening can identify more inactive
constraints, and such constraints can be eliminated from
the original problem. Thus, we formulate the multi-step
constraint screening model with ramping limits, and further
prove that it can screen more constraints safely than the
single-step screening.

2) Model formulation: Without sacrificing generality, we
first analyze the screening model (4) for the upper bounds
of the line limits, i.e., Kjf(t) ≤ f j , and the analysis for the
lower bound can be achieved in the same manner.

Theorem 1: Consider the following screening model for
j-th line at time step k:

S∗
j (k) = max

uk,xk,fk
Kjf(k) (4a)

s.t. uk,xk, fk ∈ P−{j} (4b)

A constraint Kjf(k) ≤ f j is inactive to P if and only if
S∗
j (k) ≤ f j .
See proof in Appendix A. Built upon on this theorem,

we can define CP/j for the multi-step constraint screening
model considering ramping constraints as follows,

ui(t)xi ≤ xi(t) ≤ ui(t)x̄i, ∀i ∈ I, t ≤ k (5a)
−f ≤ KF/jf(t) ≤ f , t ≤ k (5b)
x(t) +Af(t) = ℓ(t), t ≤ k (5c)
ui(t) ∈ {0, 1}, ∀i ∈ I, t ≤ k (5d)
xi(t)−xi(t−1)≤Rup

i ui(t−1)+Rsu
i (ui(t)−ui(t−1))

+x̄i(1−ui(t)) ∀i∈I, t≤k, (5e)
xi(t−1)−xi(t)≤Rdn

i ui(t)+Rsd
i (ui(t−1)−ui(t))

+x̄i(1−ui(t−1)) ∀i∈I, t≤k (5f)

where I denotes the bus index set. We denote the set (5a)-
(5f) as CP/j

m and corresponding feasible region as P−{j}
m . By

integrating C
P/j
m to (4), we can get a multi-step screening

model that can screen out inactive constraints reliably.

D. Comparison of Single-Step and Multi-Step Screening

One of our key insights come from including temporal
relations (5e) and (5f) into the multi-interval constraint
screening process. The constraint set of single-step screening
(3) is a subset of CP/j

m , then the feasible region of (3) covers
that of CP/j

m . This means that a constraint can be active for
the feasible region of single-period problem (3), while it is
inactive for the feasible regions of CP/j

m and the original UC
problem. Thus, it can be proved that the screening model
derived by Theorem 1 can screen more inactive constraints
for the original UC problem than the single-step screening
reliably.

IV. IMPROVED MODEL FORMULATIONS FOR MULTI-STEP
CONSTRAINT SCREENING

Note that the multi-step screening model described in
Section III is still not tractable to solve due to the existence
of binary variables, the cumbersome constraints and the
regular fluctuation of load samples. To improve the screening
efficiency and develop realistic multi-step screening methods,
in this section we further develop more efficient and reliable
screening models.
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A. Sample-Aware Screening with Generator States

Here sample-aware means we implement constraint
screening for a known load instance. As the binary variables
make the basic screening model a MILP problem, we first
consider relaxing the value of binary variables to u ∈ [0, 1].
Then, to further lower the model complexity, we replace
the nodal balance constraints (5c) with the load balance
constraints (6d) and (6e), and reduce the network constraints
(5b) to (6c), as described in the following formulation (6).

Corollary 1: Consider the following multi-step screening
model with the relaxation of the binary variables, part of
nodal balance constraints and network constraints:

S∗
awarej (k) = max

uk,xk,fk
Kjf(k) (6a)

s.t. x ≤ x(t) ≤ x̄, t ≤ k, (6b)

− fF/j ≤ KF/jf(k) ≤ fF/j , t = k, (6c)
x(k) +Af(t) = ℓ(t), t = k, (6d)∑

x(t) =
∑

l(t), t ≤ k, (6e)

(5e) − (5f).

If S∗
awarej (k) ≤ f j , then constraint Kjf(k) ≤ f j is inactive

to Pm, and thus is inactive to original UC problem.

Proof. With relaxing the binary variables, the nodal balance
constraints, and the network constraints, the feasible region
of (6) denoted as P

−{j}
aware will cover P

−{j}
m , then naturally

S∗
j (k) ≤ S∗

awarej (k). Thus, S∗
awarej (k) ≤ f j implies

that S∗
j (k) ≤ f j and based on Theorem 1 the constraint

Kjf(k) ≤ f j will be inactive to Pm.

Nevertheless, the relaxation of the binary variables can
enlarge the screened feasible region, and thus line flow value
range can be increased a lot. Then, more inactive constraints
in the feasible region of the original problem are identified as
active. Thus, it is of significance to limit the value of binary
variables to narrow the screened feasible region. The recently
emerging works on predicting the decisions of generator
states, i.e., the binary variables using ML model [12], [13]
give the potential that utilizing the ML predictions to aid
the constraint screening. We denote the ground truth and
the prediction of u(t) as u∗(t) and û(t) respectively. The
constraint set CP/j

m with û(t) is denoted as C
P/j
m,û, and the

corresponding feasible region is denoted as P
−{j}
m,û .

Corollary 2: When û(t) = u∗(t) holds for all time steps,
consider the following screening model.

S∗
truthj

(k) =max
xk,fk

Kjf(k) (7a)

s.t. ûi(t)xi ≤ xi(t) ≤ ûi(t)x̄i,∀i ∈ I, t ≤ k, (7b)
(5e) − (5f), (6c) − (6e).

If S∗
truthj

(k) ≤ f j , then the constraint Kjf(k) ≤ f j is
inactive to Pm,û, and thus is inactive to original UC problem
with û(t).

Proof. C
P/j
m,û is obviously still CP/j corresponding to CP

m

with û(t). Let P−{j} = P
−{j}
m,û in (4), then if S∗

j (k) ≤ f j ,
according to Theorem 1 Kjf(k) ≤ f j is inactive to Pm,û,
and thus is inactive to original UC problem with û(t).

Further, as the feasible region of (7) covers Pm,û, then we
have S∗

j (k) ≤ S∗
truthj

(k). Thus, S∗
truthj

(k) ≤ f j can imply
S∗
j (k) ≤ f j so as to identify the inactive constraint.

Actually, the ML predictions are not always reliable,
which means û(t) = u∗(t) may not hold. Then, the predic-
tions ûk = {û(1), û(2), ..., û(k)} can cause the infeasible
cases for both the original UC model and the screening
model. Thus, we consider only replacing a part of binary
variables with accurate ML predictions 1, such as for speci-
fied time steps t ∈ Tpre, we give the predictions ûi(t) =
u∗
i (t),∀i ∈ I as shown in (8b). As long as the inserted

predictions are accurate, the feasible solutions uorig
T =

u∗ for (1) and uscre
k for (8) can be found. Specifically,

with the mixed decision vectors uT to solve the original
UC problem (1) and uk to solve the screening problem
(8), we can get the corresponding solutions involving the
value of generator states and the generations, where the
rest solutions of ui(t),∀i ∈ I, t /∈ Tpre are determined.
Let uorig

k = {uorig(1),uorig(2), ...,uorig(k)}, the case that
uorig
k ̸= uscre

k may occur due to the different objective
functions. The next Corollary states that under such case, our
screening model can still promise effectiveness to identify the
inactive constraints correctly.

Corollary 3: Consider the following screening model with
partial ML predictions:

S∗
partialj (k) = max

xk,fk,uk

Kjf(k) (8a)

s.t. ui(t) = ûi(t), i ∈ I, t ∈ Tpre, (8b)
ui(t)xi ≤ xi(t) ≤ ui(t)x̄i, ∀i ∈ I, t ≤ k, (8c)
(5e) − (8), (6c) − (6e).

If S∗
partialj

(k) ≤ f j , the constraint Kjf(k) ≤ f j is
inactive to Pm,uc

f (k)
, and thus is inactive to the original UC

problem with uorig
k .

Proof. If S∗
partialj

(k) ≤ f j , then the value of Spartialj (k)

corresponding to uorig
k will always satisfy S∗

partialj
(k) ≤

S∗
partialj

(k) ≤ f j . Thus, the constraint Kjf(k) ≤ f j is
inactive to the original UC problem with uorig

k .

Therefore, with the accurate and partial predictions of
u(t), we can still eliminate the inactive constraints identified
by (8) safely. Note that Corollary 2 and Corollary 3 can
also be extended easily to other screening models with the
different definitions of P , e.g., the cost-driven screening
model proposed by [9].

B. Sample-Agnostic Screening with Typical Load Region

In practice, the group of active constraints tend to remain
the same across different realizations of load samples for
given power grid, motivating methods that identify a col-
lection of active constraints with varying load data. Our
framework can also be extended to such setup, and we term
it as sample-agnostic screening. We define a load region L,
and we assume that all the possibly upcoming load samples

1This is achievable for some critical nodes or timesteps by learning the
UC binary decisions of a reduced problem.
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ℓ ∈ L, while in the screening model the load sample is
transformed to ℓr.

Corollary 4: Consider the following multi-step screening
model for a specified load region:

S∗
Rj

(k) = max
uk,xk,fk,l

r
k

Kjf(k) (9a)

s.t. x ≤ x(t) ≤ x̄, t ≤ k, (9b)

− fF/j ≤ KF/jf(t) ≤ fF/j , t = k, (9c)
x(t) +Af(t) = ℓr(t), t = k, (9d)∑

x(t) =
∑

lr(t), t ≤ k, (9e)

ℓr ∈ L, (9f)
(5e) − (5f).

If S∗
regionj

(k) ≤ f j , then constraint Kjf(k) ≤ f j is inactive
to Pm, and thus is inactive to original UC problem.

Proof. With relaxing the binary variables and load value,
the feasible region of (9) denoted will cover P

−{j}
m , then

naturally S∗
j (k) ≤ S∗

regionj
(k). Thus, S∗

regionj
(k) ≤ f j

implies that S∗
j (k) ≤ f j and based on Theorem 1 the

constraint Kjf(k) ≤ f j will be inactive to Pm.

V. SOLUTION FOR THE IMPROVED MODELS

As we describe in the previous sections, proposed screen-
ing model can be treated as a pre-processing step that
needs to be solved before the optimization process of UC
problem. In this paper, we will solve the optimization models
derived by Corollary 2-Corollary 4, and the solution process
of the improved models is shown in Fig. 3. This process
is conducted for each time step t = 1, 2, ..., T , and the
optimization horizon is equal to the current time step k,
making the solution process a rolling problem.

A. Solution for Sample-Aware Screening

For the sample-aware case, the solution process involves
the prediction part as illustrated in Fig. 3 by the yellow
blocks which represent the predictions of generator states
û(t). Regarding the solution process with ground truth, we
get the ground truth by solving the original multi-interval
UC problem and record the generator states u∗(t). Then, we
let û(t) = u∗(t), t ≤ k and solve the model (7) with the
optimization horizon equal to k.

Fig. 3: The schematic of the solution process of the
improved models.

Regarding the solution process with partial predictions,
here we use k-Nearest Neighbor (KNN) method to get
the predictions due to its simplicity, interpretability, and
flexibility [15]. KNN calculates the distance between the
incoming load sample and the historical load samples, and
then predicts the ON/OFF states of generator according to the
plurality vote of its closet K neighbors. Once the prediction
û(t) is obtained, we have û(t) = u∗(t), t ∈ Tpre and solve
the model (8) with the optimization horizon equal to k.

B. Solution for Sample-Agnostic Screening

In this case, without the prediction part, we solve the
screening model (9) for a load region which needs to be
formulated firstly. Herein, we define a load range denoted as
r, centered around the nominal load ℓt, then the load region
L can be given as follows,

(1− r)ℓ(t) ≤ ℓr(t) ≤ (1 + r)ℓ(t). (10)

Then, we can replace (9f) with (10) and solve the sample-
agnostic screening model (9) with the optimization horizon
equal to k.

Note that the models for the lower bound of line limits will
be solved identically. Once the screening models are solved,
we can get the binding situation for each line limit at each
time step of the original multi-interval UC problem. Then,
by eliminating the constraints identified as inactive, we can
get to the reduced multi-interval UC problem.

VI. CASE STUDY

In this Section, we evaluate the performance of the pro-
posed multi-step constraint screening models, and compare
the number of remaining constraints and solution time with
those of the original problem and the single-step models. We
demonstrate the proposed multi-step screening procedure is
both effective and reliable.

A. Simulation Setup

In our experiment, we conduct numerical simulations on
IEEE 39-bus and IEEE 118-bus power systems to evaluate
the effectiveness of our proposed method on both small-scale
and larger-scale system. Specifically, we test r taking values
of 20%, 50%, 80%, and the nominal load profiles are coming
from real 24-hour load dataset.

For the sample-aware screening with prediction, we take
KNN as the prediction model. To generate samples for
training and validating KNN model, we use the uniform
distribution to get random ℓt with r = 50% and then solve
(1) for all generated loads. The states of each generator
for 24 hours are recorded. 2,500 samples of 39-bus system
are solved for KNN training. Moreover, when evaluating
the screening performance of the multi-step and single-step
method, we use the same validation data and consider 50
samples for each validation case.

To achieve the screening with partial predictions, we first
evaluate the KNN model’s performance in Table I. Based
on the prediction accuracy and the feasibility of the original
problem, we find K=5 and Interval=4 to be an appropriate
choice so as to get as many feasible solutions as possible.
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TABLE I: Parameter Selection of with
Available ML Model’s Partial Prediction

K1 2 5 10 20 40
Error2 6.44% 5.10% 4.87% 4.70% 4.65%

Feasible 49% 84% 68% 77% 79%
Interval3 2 3 4 5 6
Feasible 45% 78% 84% 85% 45%

1. The number of nearest neighbours in KNN (Fixed Interval=4)
2. The classcification error of generator states
3. The interval at which the knn prediction is inserted (Fixed K=5)

TABLE II: Number of Remaining
Constraints after Sample-Aware Screening

Load Range 20% 50% 80% Average Decline
Line Constraint1 483 478 472 478 -78.36%
Line Constraint2 419 417 412 416 -81.16%

1. Remaining constraints after single-step screening
2. Remaining constraints after multi-step screening

B. Simulation Results

Sample-aware screening tasks: We consider three scenar-
ios: i) without generator statuses predictions, ii) with partial
predictions, and iii) with ground truth are considered to
verify the effectiveness of the proposed method. When there
is no generator statuses predictions, our multi-step method
reduces 81.16% of line limits as shown in Table.II. With
partial predictions, the number of remaining constraints of
multi-step is only 69% of single-step method, and the CPU
time solving the original problem is 1.103 times faster than
single-step method according to Table IV. It can be seen
that multi-step method can always eliminate more inactive
constraints, and thus taking less time to solve the reduced UC
problem. Besides, the infeasible rate of the original problem
is only 16%, and the gap of objective value between the re-
duced and the original UC problem is only 0.32%. Note that
the bias between the solution of binary variables obtained
by the screening model and the UC problem does not cause
the infeasible case due to the line limits misidentification,
which verifies Corollary 3. According to Fig. 4, the case with
the ground truth can eliminate the most inactive constraints,
while with the partial predictions the remaining constraints
can still be sufficiently reduced compared to the case without
prediction.

Sample-agnostic screening tasks: In this setting, the cases

TABLE III: CPU Time for Solving
Original Problem after Sample-Aware Screening

Load Range 20% 50% 80% Average Speed-up
Original Problem 2.04 2.20 1.95 2.06 -

Single-step 1.86 1.92 1.80 1.86 1.107
Multi-step 1.84 1.88 1.79 1.84 1.124

TABLE IV: Result of Sample
Aware Screening with Partial Prediction

Method Line Constraints CPU Time Speed-up
Original Problem 2280 2.20 -

Single-step 478 1.98 1.108
Multi-step 416 1.92 1.143

Single-step* 414 1.17 1.873
Multi-step* 287 1.06 2.065

* Insert KNN prediction every 4 hours

TABLE V: Number of Remaining
Constraints after Sample Agnostic Screening

Scale
Region Multi-step Method Single-step Method

20% 50% 80% 20% 50% 80%
39-bus 494 623 716 558 691 767

118-bus 2283 2655 2978 2393 2744 3057

both on 39-bus and 118-bus systems with 20%, 50%, and
80% load variations are considered to verify the scalability
of the proposed method. As shown in Fig. 5, the number
of remaining constraints decrease by 60 and 100 for 39-
bus and 118-bus system over three load ranges respectively.
It can be seen that with larger load region, the number of
remaining constraints increases. This may be due to the
increasing patterns of inactive constraints with wider load
variation range, i.e., the percentage of the inactive constraints
decreases when widening the load variation. Results above
validate that the proposed multi-step screening models can
help boost screening performance accurately in both sample-
aware and sample-agnostic settings. This demonstrates both
the possibility and the necessity of including the practical
multi-step ramping information into the screening problem.

No Prediction KNN Ground Truth

100

200

300

400

500

416

478

287

414

103

197

Multi-step Single-step

Fig. 4: The Comparison among Sample Aware
Screening under Different Settings

Fig. 5: The Number of Remaining Constraints
after Sample Agnostic Screening in (a). IEEE 39-Bus and

(b). 118-Bus systems.

VII. CONCLUSION

In this paper, we develop a unified framework which
includes the basic and the improved multi-step screening
models with theoretical guarantees. The temporal constraints
and the ML predictions of generator states are incorporated
into the screening models, tightening the searching space of
constraint screening sufficiently. The flexibility of screening
for a load region further improves the efficiency of the
proposed models. As we only consider the influence on
the searching space from the explicit constraints of UC
problem, in the future work we would like to seek theoretical
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understandings about the implicit decision spaces impacting
the screening and final UC solution results.
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APPENDIX

A. Proof of Theorem 1

Our proof is inspired by the proof given in [6], but since
the definition of P in this paper differs from that of [6], so
we rewrite the proof and fit it to our setup here.

Proof. 1) Sufficiency If S∗
j (k) ≤ f j , then any feasible

solution of (4) in P−{j}, the following equation holds,

Kjf(k) ≤ S∗
j (k) ≤ f j (11)

Then, (11) means any feasible solution to P−{j} is also a
feasible solution to P , i.e.,

P ⊇ P−{j} (12)

Thus, the constraint Kjf(k) ≤ f j is inactive to P according
to Definition 1, and this can imply that the constraint is also
inactive to the original UC problem as illustrated in Fig. 1.

2) Necessity If the constraint Kjf(k) ≤ f j is inactive, (2)
holds. The inactive constraint implies that Kjf(k) ≤ f j is
always satisfied for any feasible solution in P , which means
Kjf(k) ≤ f j always holds for the feasible solution in P−{j}.
Thus, S∗

j (k) ≤ f j is satisfied.

Fig. 6: IEEE 39-Bus System

B. A Brief Illustration to Constraint Screening

To better illustrate the result of constraint screening, we
choose IEEE 39-bus as an example in Fig.6. In the original
UC problem, it has 46 power lines, and the power flow of
each line has lower bound and upper bound at each time step.
Actually, not all such constraints are active in the original
problem, motivating the research of constraint screening.

We take a specific sample from our simulation for demon-
strating the case, where the real binding lower bound of
the power line for current step are Line 24[15-16]*, 36[22-
35], and the active constraints in our multi-step method
are Line 3[2-25], 24[15-16], 26[16-19], 34[21-22], 36[22-
35], 38[23-36]. Meanwhile, single-step method remains ten
more inactive constraints than our method. By eliminating
theses inactive constraints, we can take less time to solve
the reduced UC problem.

* Line x[i-j]: the x-th line is from the i-th bus to the j-th
bus in IEEE 39-bus system.
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