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Abstract— Increasing penetrations of electric vehicles (EVs)
presents a large source of flexibility, which can be used to assist
balancing the power grid. The flexibility of an individual EV
can be quantified as a convex polytope and the flexibility of a
population of EVs is the Minkowski sum of these polytopes.
In general computing the exact Minkowski sum is intractable.
However, exploiting symmetry in a restricted but significant
case, enables an efficient computation of the aggregate flexibil-
ity. This results in a polytope with exponentially many vertices
and facets with respect to the time horizon. We show how to use
a lifting procedure to provide a representation of this polytope
with a reduced number of facets, which makes optimising
over more tractable. Finally, a disaggregation procedure that
takes an aggregate signal and computes dispatch instructions
for each EV in the population is presented. The complexity
of the algorithms presented is independent of the size of the
population and polynomial in the length of the time horizon. We
evaluate this work against existing methods in the literature,
and show how this method guarantees optimality with lower
computational burden than existing methods.

I. INTRODUCTION

In the pursuit of a more sustainable energy system, in-
creasing amounts of renewable energy sources are being
integrated onto electric grids. Many of these sources of
energy are intermittent in nature, causing generation to be
variable and uncertain. Due to this, sources of flexibility
are required to maintain an economic and reliable grid.
Concurrently, mass adoption of electric vehicles (EVs) is set
to occur within the next decade. Analysis of EV charging
patterns show they are typically plugged in for more time
than they require to charge [1], and so there is a set of
charging profiles they may take whilst satisfying their energy
requirements. Hence, by controlling their charging profiles,
populations of EVs present an opportunity to procure vast
amounts of flexibility and aid in balancing the grid.

Current systems for load control entail system operators
issuing commands directly to large loads. However, this is
not practicable when controlling the load of millions of
distributed devices. To enable scalability, hierarchical load
control architectures have been proposed, whereby aggrega-
tors collate the flexibility from individual loads and present
them to the system operator [2]. Aggregators maximise the
utility of services they provide to the system operators,
whilst satisfying the constraints of individual loads. They
are thus tasked with aggregating individual flexibility sets as
efficiently as possible, as highlighted in [3]–[11].
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The set of charging profiles of an EV that respect the
energy requirements of the EV can be represented as a
convex polytope. Geometrically, the aggregate flexibility of a
population of EVs is the Minkowski sum of these polytopes.
The Minkowski sum can be calculated by computing the
convex hull of the sum of all sets of vertices of the summands
[12]. In general, this becomes infeasible when the dimensions
of the polytopes, or the number of polytopes being summed,
is large. Consequently, recent work has focused on providing
approximations to the aggregate flexibility set. In [6] methods
for computing outer approximations are presented, however,
whilst guaranteeing the inclusion of optimal points, outer ap-
proximations also contain infeasible ones. This could cause
penalties if an aggregator is contractually obliged to follow
certain aggregate profiles. The authors of [9] use zonotopes to
find inner approximations of the flexibility sets, allowing for
an efficient computation of their Minkowski sum. Homothets
also lead to an efficient Minkowski sum computation, and
are used in [8] to find sufficient (maximum inner) and
necessary conditions (minimum outer approximations) on the
aggregate flexibility. This is extended in [10] to provide a
better approximation of the flexibility sets as the union of
homothets. The Minkowski sum is viewed as a projection
operator in [13], by finding the maximum homothet within
the full dimensional polytope, they approximate this projec-
tion. However, when optimising over inner approximations,
by definition, optimality is not guaranteed. Furthermore,
the approximations may be so conservative that nominal
charging profiles are not included in them, and so controlling
the population may increase costs [14].

In this paper, we restrict ourselves to the case in which
only charging is permitted, i.e. vehicle to grid operation is
not allowed. Because of this, we can leverage symmetries
in the flexibility sets to provide an exact characterisation
of the aggregate flexibility set. By considering the vertices
of flexibility sets for EVs with homogeneous arrival and
departure times we deduce that the sets are permutahedra,
a class of polytopes which permit efficient Minkowski addi-
tion. Permutahedra are closed under Minkowski summation,
thus the aggregate flexibility set a population of EVs is a
permutahedra. The flexibility sets of EVs with heterogeneous
arrival and departure times lie in different subspaces, hence
aggregating them entails summing over permutahedra that
belong to different subspaces. By making arguments about
which sets of vertices of the summands sum to give vertices
of the summation, we arrive at an exact characterisation of
the aggregate flexibility set. The characterisation describes a
polytope with exponentially many vertices and facets, in the
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length of the time horizon, making it intractable to optimise
over. However, permutahedra permit an extended formulation
that enables them to be optimised over in polynomial time
[15]. Therefore, we revert to the characterisation of the ag-
gregate flexibility set as the Minkowski sum of permutahedra
in various subspaces and reformulate the optimisation to a
more tractable problem. Finally, we show how the solution
to this problem can be used to derive a scheduling policy that
disaggregates the optimal aggregate charging profile amongst
the EVs in the population. In summary, the contributions
of this paper are threefold. First, we describe an exact
characterisation of the aggregate flexibility of populations
of EVs. Second, we show how to efficiently optimise over
this set. Finally, we provide a method of disaggregating an
aggregate charging profile.

The rest of this paper is structured as follows: in Section
II we formalise the EV charging model and formulate the
aggregation problem. Section III presents the exact charac-
terisation of the aggregate flexibility set. In Section IV we
propose a more tractable reformulation of the optimisation
problem and describe how a scheduling policy can be derived
from the solution of this problem. Case studies that bench-
mark the complexity and illustrate the utility of this work
are provided in Section V. Finally, we make conclusions in
Section VI.

II. PROBLEM FORMULATION
We consider an aggregator that has direct control over the

charging profile of a population of K EVs. The charging
profile, u(τ), is defined as the power consumption of an
EV at time τ ∈ R+. We consider a finite and discrete time
horizon comprising n steps, each with duration δ, and let
t ∈ T := {1, 2, ..., n} index the time interval [(t − 1)δ, tδ).
(In the following, we set δ = 1 without loss of generality.)
We thus consider the case where the charging profile u(τ)
is a piecewise constant function

u(τ) = ut ∀τ ∈ [(t− 1), t) ∀t ∈ T

and can thus be embedded as a point u ∈ Rn.
In this model we assume: 1) each EV is connected to the

grid during a sub-interval of T, 2) whilst connected an EV
may draw power up to its power capacity, note, EVs are not
permitted to export energy back to the grid, 3) at departure
time, when the EV disconnects from the grid, it must have
an amount of energy equal to its energy requirement. The
energy requirements of an EV can be parameterised by the
tuple (E, a, d,m). The EV is defined as connected over the
interval C := {a, d− 1} ⊆ T, namely during each time step
between its arrival, a, and departure, d, times, with a < d.
Let p = d− a ≤ n denote the number of time steps during
which the EV is connected. Whilst it is connected, the EV is
able to draw a non-negative amount of power, up to its power
capacity m. Instead, when disconnected it cannot consume
any power. This imposes the following power constraints:

ut = 0 ∀t ∈ T \ C, (1a)
0 ≤ut ≤ m ∀t ∈ C. (1b)

The state of charge (SoC) of the EV, st, is given by
st = st−1 + ut, where we assume sa = 0 without loss
of generality. The EV must be fully charged at its departure
time, sd = E, this leads to the energy constraint∑

t∈C
ut = E. (2)

As a result, the set of feasible charging profiles that can be
taken by an EV whilst respecting its energy requirements is
given by

P :=

u ∈ Rn

∣∣∣∣∣∣
ut = 0, ∀t ∈ T \ C;

0 ≤ ut ≤ m, ∀t ∈ C;∑
t∈C ut = E

 , (3)

we will refer to this as the flexibility set of an EV. Note that
the set P is non-empty for E ≤ (d − a)m, whereas it is a
singleton when the equality holds.

Let us now focus on a population of EVs. Let the
superscript i ∈ A := {1, ...,K} index the set of EVs, such
that ui denotes the charging profile and Pi the flexibility set
of the ith EV in the population. The aggregator is tasked
with finding a charging profile for each EV, such that the
aggregate charging profile, x :=

∑K
i ui, minimises some

cost, f : Rn → R, over the time horizon. This is formulated:

minimise
ui ∀i∈A

f(x)

subject to x =
∑
i∈A

ui, ui ∈ Pi.
(4)

For large populations this problem can become intractable,
therefore reformulations of (4) are required. We define the
aggregate flexibility set, Pagg , to be the set of feasible ag-
gregate charging profiles that can be taken by the population
as a whole, geometrically this is the Minkowski sum of the
individual Pi, namely:

Pagg :=

{
x =

K∑
i

ui

∣∣∣∣∣ ui ∈ Pi, ∀ i

}
=

K⊎
i

Pi. (5)

In general computing Minkowski sums is NP-hard [16].
However, as we will show in the next section, symmetry in
the polytopes Pi can be exploited to make the computation
of such Minkowski sum be tractable.

As anticipated earlier, within the constraints set by Pagg ,
an aggregator is tasked with optimising some convex cost f ,
in order to find an optimal and feasible aggregate charging
profile, call it x∗. Given such a global charging profile x∗

across the population, the aggregator should then find a set{
u1, ..., uK

}
that disaggregates x∗ amongst the EVs in the

population, so that x∗ =
∑K

i ui, and ∀ i, ui ∈ Pi.

III. AGGREGATION

To enable an efficient computation of the Minkowski sum
it is convenient to first compute the Minkowski sum of EVs
with homogeneous arrival and departure times, then evaluate
the Minkowski sum on the resulting polytopes. We denote
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the subset of EVs with homogeneous arrival and departure
times as

Aa,d :=
{
i ∈ {1, ...,K}

∣∣ ai = a, di = d
}
.

For all i ∈ Aa,d, equation (1a) constrains Pi to lie in the
affine subspace Rp ⊆ Rn . Let P̌i ⊂ Rp denote Pi in the
subspace in which it is full dimensional. Similarly, starting
from a full dimensional polytope Qa,d ⊂ Rp, we denote by
Q̂a,d its embedding in Rn.

This allows us to characterise the Minkowski sum in (5)
more conveniently: we first compute the Minkowski sum of
flexibility sets that lie in the same subspace (cf. Sec. III-A)

Qa,d :=
⊎

i∈Aa,d

P̌i, (6)

then sum the resulting polytopes (cf. Sec. III-B) to obtain

Pagg =
⊎
a,d

Q̂a,d. (7)

A. Homogeneous arrival and departure times

Definition 1. A permutahedron Π(x) is defined as the convex
hull of all permutations of the vector x ∈ Rp:

Π(x) := ConvexHull(xπ|π ∈ Sp),

where Sp is the symmetric group and xπ denotes the per-
mutation of the elements of x specified by π. Whenever we
define Π(x) we specify x to be in the unique permutation in
which it is monotone, i.e. x1 ≥ ... ≥ xp.

Consider an EV with charging requirements (E, a, d,m)
and flexibility set P . Let q := ⌊E/m⌋ be the quotient and
r := E − qm the modulus of E with respect to m.

Theorem 1. P̌ is the permutahedron Π(v) where

v = (m, ...,m︸ ︷︷ ︸
q

, r, 0, ..., 0︸ ︷︷ ︸
p−q−1

). (8)

Proof. The constraint given by (1b) restricts P̌ to lie in a
p dimensional cube. The edge length of this cube is m.
The constraint (2) defines a hyperplane. The vertices of P̌
lie at the intersection of the hyperplane described by (2)
and the edges of the p-cube. One can verify that v is a
vertex of P̌ . It lies on the edge of the cube between vertices
(m, ...,m, 0, 0, ..., 0) and (m, ...,m,m, 0, ..., 0), and, using
the definitions of q and r, is in the hyperplane,

∑n
t vt = E.

All other vertices are the permutations of the elements of v,
this is shown in Fig. 1 for p = 3 and q = 1. By definition
r < m, and so v is the only monotone vertex of P̌ . We can
then write P̌ as P̌ = Π(v).

The vertices of Π(v) represent ‘extremal’ charging profiles
in which the EV is either not charging or charging at its
maximum power capacity during each timestep, plus one
timestep used to charge the remaining energy r. All other
charging profiles can be constructed as convex combinations
of these charging profiles. Intuitively the permutation, π,
defining the vertices can be interpreted as a ranking of the
value attached to charging in each timestep.

u1

u2

u3

(m, r, 0)

(0, r,m)

(r,m, 0)

(r, 0,m)
(m, 0, r)

(0,m, r)

Fig. 1. Intersection of the plane
∑3

t ut = m+ r, and a cube with edge
length m. Vertices are found by permuting the elements of v = (m, r, 0).

[17, Theorem 3] states that, for permutahedra Π(x) and
Π(y), their Minkowski sum is

Π(x)⊕Π(y) = Π(x+ y). (9)

Reintroducing the superscript i indexing over EVs in the
population, we define

νa,d :=
∑

i∈Aa,d

vi. (10)

Theorem 1 can be applied to (9) in order to compute Qa,d:

Qa,d =
⊎

i∈Aa,d

Π(vi) = Π(νa,d).

Note that a similar result is presented in [5] in the context of
majorisation theory, however, we highlight that [5] leverages
this only for the case where m is homogeneous.

B. Heterogeneous arrival and departure times

We now want to sum aggregate charging profiles for EVs
with heterogeneous arrival and departure times, as described
in (7). As we have shown the previous section, this amounts
to computing

Pagg =
⊎
a,d

Π̂(νa,d), (11)

namely the Minkowski sum of permutahedra that lie in
different subspaces, all of which are embedded in the same
ambient space Rn.

For π ∈ Sn, we write the permutation π in its one-
line notation e.g. an element of S6 can be written as π =
(3, 1, 4, 5, 2, 6). Furthermore, we define πa,d ∈ Sd−a as the
order ranking of the elements of π between the ath and
(d − 1)th elements, e.g. for π = (3, 1, 4, 5, 2, 6), we have
π2,6 = (1, 3, 4, 2) and π2,5 = (1, 2, 3). Using this notation,
we define

ν̂a,dπ := (0, ..., 0︸ ︷︷ ︸
a−1

, νa,d
πa,d , 0, ..., 0︸ ︷︷ ︸

n−d

). (12)
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Theorem 2. The vertices of Pagg =
⊎

a,d Π̂(νa,d) are given
by the set {µπ|π ∈ Sn} where we define

µπ :=
∑
a,d

ν̂a,dπ . (13)

Hence, we can characterise the set of aggregate charging
profiles as

Pagg = ConvexHull (µπ|π ∈ Sn) . (14)

The proof can be found in the appendix of [18].

Remark 1. This is the only V-representation of the exact
aggregate flexibility set for a heterogeneous population of
EVs that the authors are aware of. The polytope in (14) is
an example of generalised permutahedron. Recalling that n
denotes the finite number of discrete steps in the considered
time horizon, this polytope in general has n! vertices, and it
can additionally be shown that in general there are 2n − 2
facets [19]. We also remark that the number of facets and
vertices is independent of K, the size of the population, thus
the characterisation is quite appropriate for arbitrarily large
populations of EVs.

IV. OPTIMISATION

With a general characterisation of the aggregate flexibility
set Pagg over the population of EVs, we are interested in
computing an optimal aggregate charging profile, by solving
the following constrained optimisation problem:

minimise
x

f(x)

subject to x ∈ Pagg.
(15)

The objective f can be quite general and is left momentarily
undefined: further discussion can be found in [18].

A. Tractable problem reformulation

The characterisation of Pagg in (14) was obtained to
provide the aggregate flexibility set for a heterogeneous
population of EVs. As discussed, Pagg has, in general,
exponentially many facets, as a function of, n, the number
of discrete steps in the time horizon. Thus, for large n, opti-
mising over Pagg entails many constraints and is intractable.
Instead, if we revert to the characterisation of Pagg given in
(11), we can formulate an equivalent, tractable problem.

Definition 2. The Birkhoff polytope, denoted Bp, is the set
of all p × p doubly stochastic matrices [20], a complete
description of which is given by

Bp =

A ∈ Rp×p

∣∣∣∣∣∣
Aij ≥ 0 ∀i, j∑
i Aij = 1 ∀j∑
j Aij = 1 ∀i

 . (16)

Extending the notation in the previous section for Bp we
define B̂a,d ⊂ Rn×n as

B̂a,d :=
{
[0p,a−1, A

T , 0p,n−d]
T
∣∣ A ∈ Bp

}
,

where 0m,n denotes the m×n zero matrix. It can be shown
that Π̂(νa,d) in (11) is the linear image of B̂a,d under
the mapping Âa,d 7→ Âa,dν̂a,d. Note that when Âa,d is a

permutation matrix Âa,dν̂a,d is a vertex of Π̂(νa,d). From
this we obtain an alternative description of Pagg , as

Pagg =

x =
∑
a,d

Âa,dν̂a,d

∣∣∣∣∣∣ Âa,d ∈ B̂a,d, ∀ a, d

 ,

which can be used to reformulate (15) as follows:

minimise
Âa,d ∀ a,d

f(x)

subject to x =
∑
a,d

Âa,dν̂a,d

Âa,d ∈ B̂a,d, ∀ a, d.

(17)

The solution of this problem yields the optimal set (Âa,d)∗,
for all a, d. From this the optimal aggregate charging profile
x∗ can be recovered via the mapping x∗ =

∑
a,d(Â

a,d)∗νa,d.

Remark 2. The solution to (17) is not unique. Consider a
polytope A that is the Minkowski sum of two other polytopes:
A = B ⊕ C. For any point a in the interior of A there is a
set of b and c such that b + c = a, i.e. the set {(b, c) |b ∈
B, c ∈ C, b + c = a} has more than one element. Note,
however, that if a is a vertex of A then the set will only
have one element [21, Proposition 2.1]. Now viewing Pagg

as the Minkowski sum from (11), it is clear to see that if x∗

is an interior point of Pagg then there exist multiple values
for (Âa,d)∗ such that x∗ =

∑
a,d(Â

a,d)∗νa,d. Because of
the non-uniqueness of the solutions it is possible to pursue
secondary objectives, for example prioritizing the charging
of certain homogeneous groups. Further, if x∗ is a vertex of
Pagg then the solution will be unique, this occurs when all
(Âa,d)∗ are permutation matrices.

B. Practical considerations on computational complexity
The main motivation for this work is to compute optimal

charging profiles for EVs in a large and heterogeneous
population. If we were to optimise over the population
without aggregating it first, there would be kn decision
variables, namely one for each EV at each time step there-
fore the complexity of this problem would be O(nk). The
optimisation problem formulated in (17) optimises over the
set of matrices Âa,d for each pair of a and d, with a < d.
Each of the Âa,d introduce (d − a)2 decision variables.
Summing over all pairs of a and d we see that this problem
has n2(n2−1)/12 decision variables, resulting in an overall
complexity of O(n4), we emphasise that this is independent
of the population size k.

Aggregators operating on a national scale will generally
deal with populations of EVs on the order of a hundred
thousand. Currently, many energy markets are operated in
half hourly settlement periods, when optimising over a 24hr
time period this corresponds to n = 48. In this scenario
aggregating charging profiles and optimising over this makes
an otherwise intractable problem tractable. We do note
however, that for smaller populations and over longer time
periods, due to the quartic dependence of the length of the
time horizon on complexity, this method of aggregation may
actually increase complexity.
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C. Disaggregation

Solving the problem in (17) will yield an optimal ag-
gregate charging profile x∗. However, this quantity gives
no explicit indication of the individual charging profiles for
each EV in the population. Therefore the aggregator ought
to disaggregate the aggregate charging profile x∗ across the
population, thus assigning a charging profile to each EV. We
will refer to this assignment as a scheduler and define it as

σ(x∗) :=
[
u1∗ , ..., uK∗

]
,

where ui∗ ∈ Rn is the optimal charging profile assigned
to EV i. To ensure the optimal aggregate charging profile
is tracked, assignments to each EV must be feasible and
the sum of the individual charging profiles must equal the
optimal aggregate charging profile:

ui∗ ∈ Pi, ∀ i, (18a)

x∗ =
K∑
i

ui∗ . (18b)

Theorem 3. Let (Âa,d)∗ be the set of matrices that are the
solution to (17), and vi the only monotone vertex of P̌i, as
defined in (8). The mapping

ui∗ = (Âa,d)∗v̂i ∀i ∈ Aa,d,

satisfies the criteria of (18) and hence is a suitable scheduler.

The proof can be found in the appendix of [18].

Remark 3. This scheduler is dependent on (Âa,d)∗, which,
as discussed in Remark 2, is non-unique. Furthermore,
following arguments similar to those in Remark 2 the disag-
gregation within each homogeneous group is also non-unique
if (Âa,d)∗ does not correspond to a vertex of Π̂(νa,d), i.e.
if (Âa,d)∗ is not a permutation matrix. The disaggregation
method presented here assigns all EVs within the same
homogeneous group to rank each timestep in which they
are able to charge equivalently. This ensures that EVs with
identical energy requirements will have identical charging
profiles. It is possible to group EVs based on location
and disaggregate based on this, in order to take network
constraints into account, however that is out of scope for
this paper.

V. CASE STUDIES

In this section we demonstrate the utility of the aggrega-
tion method presented in this paper. In Sec. V-A we use an
energy arbitrage problem to benchmark time complexity. In
Sec. V-B we show how these methods can be used to track
generation signals that are infeasible for other aggregation
methods to track.

A. Energy arbitrage

One of the functions of an aggregator is to minimise the
cost of charging for EVs under their control. We consider
a scenario in which an aggregator bids into the day-ahead
market, where energy prices are fixed in each time step. The

Fig. 2. Runtimes for minimising the cost of charging for a population
of K EVs. The runtime for solving the aggregated problem (red) is only
plotted for K = 8000, as this is constant in K.

aggregator is tasked with minimising the aggregate charging
cost of the population. Thus the problem is formulated
as in (17) with the objective: f(x) = pTx, where p ∈
Rn denotes the cost of charging in each time step. Note
this choice of objective is used to reflect the fixed price
energy arbitrage problem, however, these results hold for all
convex objectives. By virtue of these methods being an exact
approximation, optimality is guaranteed, in contrast with the
inner approximation methods in the literature. The only other
method to guarantee optimality is to optimise individual
charging profiles, i.e. solving the problem formulated in (4),
therefore we benchmark the time complexity against this.

We optimise for varying population sizes, K, over time
horizons, n, of different length, and plot the runtimes in Fig.
2. For clarity, we have only plotted the runtime for optimising
over the aggregated set for K = 8000, as the optimisation
problem is not dependent on the size of the population.
Typical populations will be orders of magnitude larger than
this, and so from Fig. 2 we see that the only tractable method
for optimising the scheduling of large populations, over
timesteps less than 60, whilst guaranteeing optimality is by
using the aggregation methods presented here. Furthermore,
for the value of n = 48, corresponding to the half hour day-
ahead market, these methods can readily solve the problem.

B. Tracking generation signals

In contrast with the exact characterisation provided in
this paper, other methods in the literature have provided
approximations of the aggregate flexibility set. To illustrate
the benefit of an exact characterisation, we consider the task
of tracking a generation signal. We simulate a population of
100 EVs, with arrival and departure times sampled uniformly
throughout a 24-hour time period. The power capacity, m, of
each vehicle is sampled uniformly on the interval [0.5, 3]kW
and the required departure energy, E, is uniformly sampled
from the set of values that permit the EV to be flexible.
A generation signal, g ∈ Rn, that is feasible for the
simulated population to track is selected. We benchmark our
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work with the zonotope [9], and homothet projection [13],
aggregation methods from the literature. These methods are
inner approximations designed for more general problems
than the one formulated here, [9] can be used to aggregate
any type of flexible energy resource, whilst [13] is intended
to aggregating EVs in which the departure energy can take
a set of values, i.e. sd ∈ [E,E].

Specifying f to minimise the l2 norm between the ag-
gregate charging profile and the generation signal, g, we
solve (15). Fig. 3 shows the aggregate charging profile for
each method along with the generation signal. We see that
the aggregation method presented here is able to track the
generation signal. Whilst the two approximation methods are
unable to track the signal across the whole time horizon,
showing that the (feasible) generation signal is not within
their approximations.

VI. CONCLUSIONS AND FUTURE WORK
In this paper we have introduced an exact characterisation

of the aggregate flexibility of a population of charging EVs.
We have presented a method to optimise over this set,
with complexity that is constant in the number of EVs and
O(n4) in the length of the time horizon, n. Finally, we have
described how an aggregate charging profile, obtained as the
solution of an optimisation problem, could be disaggregated
across the population. Using an energy arbitrage problem
we have shown that our method is tractable for values of
n ∼ 60, even when optimising for large populations, and thus
is applicable to scenarios corresponding to the day-ahead
market. We have benchmarked our approach with methods
in the literature, and shown that it provides optimal solutions
(rather than sub-optimal).

Future work will generalise the approach to practically
relevant cases, including allowing the state of charge at
departure to lie within a range of values, and allowing
discharging. It is also of interest to study uncertain arrival and
departure times, and to adapt the method to include network
constraints. Finally, there may be a further reformulation
of the optimisation problem that would admit a further
reduction of complexity. This would enable these methods
to be tractable when optimising in markets with longer time
horizons.
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