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Abstract— The financial sector is increasingly leveraging
Artificial Intelligence (AI) to deliver intelligent, automated, and
personalized services. However, it encounters significant data
privacy challenges due to the dispersion of financial data across
various entities. Federated Learning (FL) offers a potential
solution by facilitating AI model training at the source of
data, albeit with certain challenges. Irresponsible utilization
of FL can compromise stakeholder interests, and the prevalent
heterogeneity in data spaces in numerous financial FL scenarios
can impede FL’s performance. These complications necessitate
the development of a Responsible and Effective Federated
Learning (RE-FL) system in finance. In this paper, we explore
the interdisciplinary field of RE-FL in finance and guide readers
to understand this area thoroughly. We present a taxonomy of
RE-FL approaches that address the concerns of stakeholders in
FL-based financial services and identify six major dimensions:
accountability, controllability, fairness, privacy, security, and
effectiveness. We also propose potential directions for future
research. To our understanding, this is the first literature review
conducted on RE-FL in the financial sector.

I. INTRODUCTION

The advent of fintech has yielded ample quality data for
financial corporations, enhancing decision-making processes
in services like fraud prevention, risk control, and marketing
via AI integration, thus invigorating the real economy [1].
However, the sensitivity of certain financial data, held by
different institutions, prompts privacy concerns [2]. The
intensifying implementation of global privacy-protection reg-
ulations may pose challenges to the integration of sensitive
data into AI-driven financial services.

Federated Learning (FL) is a promising solution for the de-
velopment dilemma faced by AI-based financial services [3].
Existing FL techniques address privacy-preserving AI-based
financial services in two settings: Horizontal FL (HFL) and
Vertical FL (VFL) [4]. HFL-based financial service systems
train global Machine Learning (ML) models collaboratively
on data in the common feature space when the dimension
of these shared features is greater than the dimension of
the unique features. Conversely, VFL-based financial service
systems train models on overlapping samples with IDs shared
by each organizations when the dimension of the unique
features is larger than that of the common features.
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Despite the promising future, FL-based financial ser-
vice systems encounter various predicaments. One challenge
faced by FL-based financial service systems is the need for
financial models with high performance. However, these sys-
tems are afflicted by the data space heterogeneity [5] within
distributed financial datasets. Additionally, there is a growing
concern that irresponsible utilization of FL may give rise
to counter-effects and trust issues [6]. These issues include
compromised stakeholders’ trust due to non-accountability,
inequitable treatment of different stakeholders, privacy con-
cerns arising from high-level privacy leaks, security threats
due to the distributed nature of the data, and uncontrollable
decisions and systems. These vulnerabilities significantly
hamper the development and deployment of FL-based finan-
cial service systems, potentially leading to serious economic
and societal problems. Thus, over the years, Responsible
and Effective FL (RE-FL) research has focused on various
perspectives such as definition, methodology, and assessment
of accountability, controllability, fairness, privacy, security,
as well as the effectiveness of FL models.

This paper contributes to the existing AI and fintech
literature by offering a comprehensive perspective on RE-FL
and highlighting its crucial aspects that are often overlooked
in existing surveys for building responsible and effective FL-
based financial service systems. Specifically, this paper:

(1) provides a detailed analysis of the FL-based financial
service systems, with focus on the diverse stakeholders in-
volved, system architectures and learning processes, inherent
nature of information asymmetry, basic assumptions, and the
significance responsible and effective AI dimensions;

(2) proposes a multi-layered taxonomy of RE-FL, cate-
gorizing previous research based on the major techniques
that improve FL-based financial service systems. At lower
levels, we summarize approaches supporting accountability,
controllability, explainability, fairness, privacy, security, and
effectiveness. Our taxonomy is the first of its kind and
provides a novel perspective on prior research in this domain;

(3) outlines future research directions towards constructing
responsible and effective FL-based financial service systems
by analyzing inadequacies of current literature and presenting
potential ways forward for each direction.

II. AN OVERVIEW OF FL-BASED FINANCIAL SERVICE
SYSTEMS

This section provides background on FL-based financial
service systems, including stakeholder introductions, system
architectures and learning processes, analysis of information
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[6] asymmetry and basic assumptions, introducing the ap-
plications and platforms, and summarizing building require-
ments for stakeholder responsibility and effectiveness.

A. Stakeholders

Based on the analysis of the conceptual framework of
AI in financial services, stakeholders in FL-based financial
service systems are categorized into four types: (1) task
controllers, (2) data owners, (3) application objects and (4)
regulators [7]. Task controllers are responsible for building
reliable and functional financial models. Data owners help
train the models for a reward, and the trained models are then
used to provide intelligent financial services to application
objects. Regulators oversee the use of FL in the financial
services to ensure adherence to laws, regulations, and ethical
standards.

B. System architecture and learning process
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(a) The architecture and learning
process of a HFL-based financial
service system. 1: selection; 2:
local model uploading; 3: model
aggregation; 4: global model dis-
tribution.

Global 

Classifier

Task Controller

1

1

Local  
Representation

 Integration

…
…

4

Data 

Data Owner 1

4
Loss calculation

Part I

2
3

3

Data 
 Feature 

Extractor  
Data Owner k

 Feature 

Extractor  

(b) The architecture and learning
process of a VFL-based financial
service system. Part 1: encrypted
ID alignment; Part 2: encrypted
model training. 1: sending public
keys; 2: exchanging intermediate
results; 3: computing gradients
and loss; 4: updating model.

Fig. 1. An illustration the architecture and learning process of HFL and
VFL-based financial service systems.

The HFL-based financial service systems can integrate
private distributed data with the same features from large-
scale and micro corporations and institutions to train models
for intelligent financial services. As shown in Figure 1(a), the
HFL-based financial service system updates a global model
periodically, with model parameters transmitted to the task
controller for fusion or averaging. The updated global model
is then disseminated to data owners for local model updating.

The VFL-based financial service systems extend HFL-
based systems, involving data partition with sample overlap.
For instance, when a bank wants to develop a credit rating
model, it seeks help from organizations in other industries
to obtain complementary information. A VFL model is
constructed by both organizations, and each keeps a partial
model. As shown in Figure 1(b), the VFL-based system
first uses encryption-based sample ID alignment techniques
to validate common sample IDs without revealing private
IDs. During model training, data owners and task controllers
collaboratively train the VFL model in four stages: (1)
sending public keys; (2) exchanging intermediate results; (3)
computing gradients and loss; (4) updating models.
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Fig. 2. Application cases of FL-based financial service systems.

C. Information asymmetry

The distributed design of financial service systems using
FL leads to considerable information asymmetry among
stakeholders. The asymmetric information consists of: (1)
model information from the task controller side, including
details about client selection, global update processes, and
contribution assessment; (2) model information from the data
owner side, encompassing data collection, pre-processing,
and local model training; (3) system and data details from the
data owner side, including computational and communication
capabilities and costs, data quantity and quality, and expenses
related to data collection, communication, and computation.
Unless shared mutually within the boundaries of the privacy
agreement, the asymmetric information within each party
remain obscure to other stakeholders.

D. Common assumptions

Under the strict regulations for financial services, two
common assumptions are made in FL-based financial service
systems. (1) Honest participants (i.e., task controllers and
data owners): They follow the FL training protocol, including
truthful uploading local model information or performing
aggregation. (2) Non-collusion participants: They do not
collude with other participants to manipulate the training
process or leak private data.

E. Application cases and platforms

In recent years, numerous domestic businesses have part-
nered with financial entities, healthcare firms, and local gov-
ernments to conduct research and implement FL strategies
for financial applications, as illustrated in Figure 2. For
example, to capture patterns across financial institutions more
effectively, the financial sector has leveraged FL techniques
and graph learning approaches to collaboratively learn ef-
fective crime detection models [8] [9]. The implementation
of FL has also focused on credit risk prediction [10], mar-
keting/recommendation [11], personalized search [12], on-
device services and open banking [13], with enhancement
attributed to dimension expansion and data feature concate-
nation. Please refer to Figure 2 for more detailed applica-
tion cases. Prominent FL platforms used for experimental
financial applications include Tencent’s PowerFL platform1,
WeBank’s open-source FL framework called FATE2, and
Baidu Paddle’s PaddleFL platform3.

1https://github.com/Angel-ML/angel
2https://github.com/FederatedAI/FATE
3https://github.com/PaddlePaddle/PaddleFL
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F. Desirable Responsible and Effective AI Dimensions

According to recent ethics guidelines [6], this paper identi-
fies five key dimensions covered by existing FL literature: (1)
accountability; (2) Controllability; (3) Fairness; (4) Privacy;
(5) Security. The effectiveness of FL-based financial service
systems should also be a focus.

III. THE TAXONOMY OF RE-FL

This section introduces a taxonomy of RE-FL (see Figure
3). Following the proposed taxonomy, this section examines
previous studies and their limitations.

A. Accountable FL

In the context of information asymmetry, three types of
information are required to be audited in order to achieve
accountability in FL-based financial service systems: (1)
aggregation results, (2) local model information, and (3)
local system information. As delineated in Figure 3, based
on their technological underpinnings, the accountable FL
strategies advanced in HFL systems bifurcate into two cat-
egories: accountable HFL devoid of blockchain technology
and accountable HFL integrated with blockchain technology.

1) Non-blockchain based accountable HFL: Non-
blockchain based accountable HFL approaches employ
interactive proof protocol, reputation mechanism and
influence function to validate the asymmetric information
in FL-based financial service systems. (a) Interactive proof
protocols audit aggregation results in HFL systems, as
demonstrated in recent studies [14]. The task controller
returns the aggregated model in encrypted form or with
computed proof for data owners to verify. (b) Reputation
schemes assist auditing the correctness of local model
information [15]. Reputable data owners participate more
honestly and task controllers can design specific contracts
with different data owners based on the levels of data
quality and corresponding payoffs [16]. If a data owner fails
to fulfill contractual obligations, task controllers can adjust
reputation and withhold payment. (c) Within HFL systems,
influence functions has appeared as a means of auditing a
data owner’s data quality for task controllers [17].

2) Blockchain based accountable HFL: The blockchain-
based HFL systems utilize a select group of external or-
ganizations or internal data owners as workers, who are
responsible for validating the asymmetric information and
aggregating local model updates in accordance with the
blockchain consensus protocol. (a) At the onset of the HFL
process, each data owner creates a block to document the lo-
cal data information which is then recorded on the blockchain
[18]. In the event of any dispute, the task controllers are able
to authenticate the integrity of local data by comparing it with
the corresponding block stored on the blockchain. (b) After
the local training stage is completed, the plaintext or cipertext
of local updated model of each data owner is transmitted to
randomly chosen workers for the identification and selection
of any misbehaving data owners [19]. (c) Following the
local updated model audition, a trusted committee is formed
consisting of randomly and dynamically selected reputable

workers, who proceed with aggregating the local models
by majority voting [20]. The trust committee relies on the
verifying contract to derive and record verifiable aggregation
outcomes in the blockchain. Nevertheless, this approach
proves effective only when the workers are honest and free
from collusion.

In summary, current research on accountable FL revolves
around enabling verification through essential information
and examining specific activities and roles in HFL settings.
Further research is needed on the auditability of financial
service systems based on VFL.

B. Controllable FL

Controllability in FL-based financial systems encounters
challenges due to information asymmetry. First, inaccurate
predictions may happen, and new FL schemes are needed to
incorporate feedback from the application objects. Second,
data owners may leave the FL collaboration and not want
task controllers to retain knowledge from their data. Ex-
pressing deletion intentions manually is challenging in the
FL model construction through interactive communication
between data owners and task controllers. Third, the FL
process incurs communication and computation costs for
the participating parties with limited resources and poten-
tially volatile conditions, such as mobile edge devices. One
intuitive approach is to customize configurations based on
computation and communication budget, including partici-
pation frequency and update vector compression. However,
ensuring model performance is challenging when allowing
a high degree of freedom in tuning these configurations. In
this context, researchers have proposed federated feedback
learning, federated unlearning and cost-controllable FL as
illustrated in Figure 3.

Federated feedback learning has been proposed as an
effective method for leveraging both positive and negative
user feedback in HFL systems [21]. Specifically, positive
feedback samples, which represent correct model predictions,
are incorporated into the training data, while negative feed-
back is utilized as complementary labels for training HFL
models. However, this approach is only applicable when the
application objects are data owners.

Class-level and client-level federated unlearning ap-
proaches have been proposed to delete learned knowledge
from the global model in HFL-based financial service sys-
tems. (a) Class-level federated unlearning approaches first
evaluate term frequency and inverse document frequency
to obtain the most discriminative channels of the target
class. Then the class-level federated unlearning approaches
prune the relevant channel of target class to unlearn the
class knowledge of the global model [22]. (b) Client-level
federated unlearning aims to scrub data owner’s influence
on global model in HFL systems. The unlearned model
can be reconstruct using historical model updates by the
task controller [23]. However, reconstruction based client-
level federated unlearning is not controlled by the target
data owner. The authors of [24] enhance controllability
by formulating unlearning as parameter optimization task
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Fig. 3. The proposed taxonomy of RE-FL approaches. In the stakeholders column,
√

denotes the corresponding stakeholders related to the responsible
and effective AI dimensions. In the FL settings column,

√
denotes the FL settings are covered by existing RE-FL literature. In the assumptions column,

√
denotes the common assumptions in Section II-D are held by the RE-FL approaches.

subject to constraints on the data owner side, tackled through
projected gradient ascent algorithms. The target data owner
may further increase the loss of marked data for verification
during unlearning via fine-tuning or backdoor injection [25].

Cost-controllable FL has integrated asynchronous FL tech-
niques, model estimation methods and compression ratio
adaption approaches to achieve the optimal performance in
the case of customized local training budgets. First, when
participating parties determine their participation frequency
based on their individual budgets, it can result in varying
frequencies of participation. Parties with low participation
frequency are more likely to upload stale local updates,
which can negatively impact the performance of the global
model through direct aggregation. In the asynchronous FL
approaches, weights are assigned to the uploaded updates
based on their level of staleness, and weighted aggregation
is performed [26]. The model estimation methods predict the
local updates of clients who are not present based on their
historical updates in each round of aggregation [27]. Another
approach to control communication costs is by integrating
FL with model compression methods. Nevertheless, the
process of model compression significantly hampers model
convergence, subsequently escalating local computational
costs. To address this issue, the model compression ratio
adaption approaches construct a model compression ratio
control problem using the model convergence bound, where
the goal is to achieve cost-efficient federated learning [28].
Consequently, each party can train and communicate the
local model using personalized compression ratio that align

with their budgets, thereby expediting the training process
without compromising the performance of the global model.

In summary, the existing controllable FL methodologies
modify the HFL processes to allow proactive engagement of
relevant stakeholders with HFL-based financial service sys-
tems. However, these approaches rely on the assumption of
honest data owners or application objects, posing a challenge
in completing controllable FL with secure FL approaches.

C. Fair FL

The information asymmetry of local data and local models
presents challenges in client selection, model optimization,
and reward allocation in HFL-based financial systems. First,
task controllers prioritize data owners based on responsive-
ness or contribution, leading to poor model performance
on never-selected data owners’ data [29]. Second, biased
training data and insufficient consideration of characteristics
can cause unfairness for certain application object groups
[30]. Traditional fairness AI approaches require sensitive
features and training data, making them unsuitable for HFL-
based financial service systems. Finally, payoffs for data
owners should align with their contributions, but the inac-
cessibility of training data can result in further inequality
[31]. Based on the aforementioned challenges, current fair
FL approaches can be categorized into selection-fair, group-
fair, and contribution-fair approaches, as depicted in Figure
3.

1) Selection-fair FL: There are two main selection-fair
FL approaches aimed at achieving fairness within HFL-

4232



based financial service systems during the selection process,
consisting of the selection strategy design and the resource
control perspectives. First, in order to ensure that each data
owner is given a fair chance of being selected, various
fairness constraints are applied to the selection function
[32]. This is achieved through the introduction of a constant
fairness parameter, followed by the application of fairness-
constraint optimization methods to calculate the optimized
selection probability of each data owner. Second, to enable
data owners with low capacities to participate in HFL,
the HFL-based systems are adapted based on the data
owners’ capabilities. Specifically, asynchronous aggregation
strategies are proposed to allow for global model updating
whenever local updates arrive at the server [33], whilst model
compression techniques are used to adapt local model size
to the diverse resource capacities [34].

2) Group-fair FL: There are three approaches for achiev-
ing group fairness in FL-based financial service systems:
(1) fairness-constrained objective functions, (2) fairness-
aware aggregation strategies, and (3) fairness-aware pre-post
process.

In HFL systems, these approaches are employed as fol-
lows: (a) Group fairness constraints, such as the difference
of equal opportunities (DEO) constraints [30], are applied
to limit the degree of unfairness across data owners while
optimizing the performance of the global model. (b) Fairness-
aware aggregation strategies select the local model that im-
proves the fairness of the global model for fairness-weighted
aggregation. Various selection approaches have been pro-
posed, such as FairBest, FairAvg, FairAccAvg [35], and
FAIR-FATE [36]. The latter allows for fairness evaluation
using a validation dataset, thus adhering to privacy con-
straints. (c) Fairness-aware pre-post processes is independent
of the learning process in HFL systems [37]. PrivFairFL-
Pre uses Multiple Party Computation (MPC) techniques to
gather aggregated statistical information on label distribution
and sensitive attribute values. It assigns weight to each
training sample based on the reciprocal number of samples
corresponding to its sensitive eigenvalues and labels to
tackle potential bias. PrivFairFL-Post is introduced after the
learning phase to mitigate bias in predicted outcomes by
identifying optimal classification thresholds for each group
of sensitive attributes.

In VFL systems, the VFL problem is formulated as a
non-convex constrained problem that incorporates DEO as
the constrained term [38]. The task controller can further
aggregate the local representation into an unbiased global
representation with the aid of adversarial learning techniques
[39].

3) Contribution-fair FL: Contribution-fair FL focuses on
proportionate reward allocation to data owners according
to their contributions to the FL model. Available contri-
bution evaluation methods fall into five categories: self-
reported information-based, reputation-based, utility game-
based, Shapely value-based, and ML-based evaluation meth-
ods.

In HFL systems, all of the above five methods can be

used for contribution assessment. Self-reported information-
based evaluation methods rely on data owners reporting
their contribution attributes, including data quality, quantity,
computational and communication capabilities, and calcula-
tion costs, which may not be a reasonable assumption in
FL settings [31]. Alternatively, reputation-based evaluation
methodologies rely on calculating the reputation score for
data owners by leveraging their historical contributions. This
score reflects the reliability and contribution of data owners
in terms of the validation accuracy of their local models
or similarity scores with the global model [40]. Utility
game-based contribution evaluation defines a data owner’s
contribution in HFL systems as the individual utility output,
which includes marginal gain and marginal loss. However,
the output for marginal gain and loss depends on the order
in which each data owner joins the FL training. Shapely
Value is utilized in HFL systems to evaluate the marginal
contribution of a data owner, taking into account the problem
of joining order by averaging the sum of marginal contri-
butions over all subsets of the data owners [41]. However,
applying Shapley Value in HFL systems can cause significant
communication and computation overhead. To address the
issue of additional communication and computation overhead
in contribution evaluation, a more efficient ML-based ap-
proach, called FedCCEA, is proposed [42] for HFL systems.
Using historical records of the sampled data size and round-
wise model accuracy, this method constructs an Accuracy
Approximation Model (AAM) that robustly and efficiently
approximates the data owners’ contribution.

In VFL systems, Shapley Value is used to determine
the importance of features [43]. However, directly assessing
every prediction using Shapley Value may expose sensitive
information about certain features. Thus, it is recommended
to compute Shapley Value on sets of features instead of
individual features [43]. This solution, however, may still be
computationally demanding due to the exponential increase
in demand with the training data size.

In summary, research on fair FL techniques is in its
early stages. These technologies necessitates secure and
accountable FL techniques for data authenticity. Moreover,
privacy concerns are often ignored, elevating privacy risks.

D. Private FL

In FL-based financial service systems, local data does
not require centralization. However, the information asym-
metry leads to potential private information leakage, as a
malicious task controller or data owner may modify the
update information or perform additional learning process
for privacy attacks. For example, Generative Adversarial
Network (GAN)-based attacks in a HFL-based financial
service system with two data owners can generate local data
class representatives [44]. Moreover, membership inference
attacks can determine if a specific sample was used to train
the model [45]. Local data properties can also be inferred by
other data owners with auxiliary data [46]. Furthermore, in
HFL-based financial service systems with small local training
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batches, both original data and labels can be disclosed,
posing significant risks to privacy [47].

In VFL-based financial service systems, data owners and
task controllers exchange intermediate representations and
gradients, not data and labels to protect privacy. However,
there are also risks of privacy leakage. First, a malicious
data owner can fine-tune the bottom model with an additional
layer for label inference using a small amount of auxiliary
data [48]. Second, a data owner can recover inputs and labels
from batch gradients with additional optimization steps when
the batch size is small [47].

1) Private HFL: In HFL-based financial service systems,
two defense strategies against privacy attacks have been iden-
tified in existing research - cryptography and perturbation.
First, Cryptography-based strategies for HFL can be grouped
into two classes: homomorphic encryption [49] and secure
multi-party computation [50]. Homomorphic encryption al-
lows direct aggregation on ciphertext of local updates in
HFL-based financial service systems, imitating an additive
manipulation of plaintext. Secure multi-party computation
is also utilized to secure aggregation on encrypted local
updates in HFL, but each data owner must encrypt their
local updates using a secure sum protocol to achieve secure
aggregation. Despite their effectiveness, HFL cryptography-
based protocols lack accountability, preventing updates from
being audited and creating opportunities for security attacks
from malicious data owners. Second, Perturbation-based de-
fense strategies involve introducing perturbations to the local
updates before aggregation, ensuring local data privacy. The
perturbation techniques commonly used include combining
differential privacy techniques [51], local updates mask [52],
and local updates sparsification [53]. However, a recent
research has revealed that even with such techniques, a Bayes
optimal adversary can still accurately reconstruct the original
training samples from the perturbed gradient [54].

2) Private VFL: Various gradient-perturbation techniques
have been suggested to handle gradient leakage in VFL-
based financial service systems. For instance, Jin et al.
[47] proposed a method where the data owner generates
counterfeit gradients using normal distribution and selects
the gradient that closely resembles the authentic one. How-
ever, this could lead to loss in main task accuracy. To
enhance main task accuracy and mitigate privacy leakage,
a Confusional Autoencoder (CAE) has been proposed [55].
It transfers the actual label to a soft one with high probability
for each alternative class, increasing the complexity of label
leakage attacks and decoupling label inference from the main
task.

In summary, techniques like gradient-encryption and
gradient-perturbation are proposed for privacy in FL-based
financial systems. However, a conflict arises between ac-
countability, security, effectiveness, and privacy.

E. Secure FL

The information asymmetry between task controller and
data owners in HFL-based financial service systems poses
a global model security concern, as local training processes

remain unknown to the former. Model security attacks are
categorized as backdoor attacks, label-flipping attacks, and
byzantine attacks [56].

Current defense strategies aimed at safeguarding HFL
systems against model security attacks can be classified
into two categories: robust aggregation-based and anomaly
detection-based, as illustrated in Figure 3. First, since con-
ventional aggregation strategies like FedAvg are not resistant
to outliers, several aggregation strategies based on more
robust estimators have been suggested, including Krum [56],
which eliminates the updates furthest from its neighborhoods
to form the global model; two robust aggregation operators
based on the coordinate-wise median and the coordinate-
wise trimmed mean [57] and Bulyan [58], which sorts local
updates based on geometric distances, filters out harmful
local updates, and computes the trimmed median of the re-
maining updates for aggregation. Second, defense strategies
for anomaly detection use ML-based methods to remove
harmful updates. AUROR uses k-means to cluster updates
and eliminate outlier data beyond a threshold [59], but it
is limited to Independent Identical Distribution (IID) FL
settings and may disregard clustered information in non-
IID data. To address the non-IID issue, anomaly detection
techniques and defense strategies using adaptive clipping
and noise have been experimented with by [60] to identify
harmful local updates in non-IID settings.

In summary, secure HFL approaches primarily inspect
individual local model information, posing challenges for
encrypted HFL-based financial systems. While perturbation
techniques can supplement secure FL approaches, further
research is needed on the potential trade-off between security,
privacy, and effectiveness.

F. Effective FL

Due to information asymmetry, data spaces may vary
among different data owners in a FL-based finance service
system, resulting in insufficient common features or samples.
These issues can lead to unsatisfactory model performance.

As depicted in Figure 3, researchers have proposed three
approaches to address the issue of data space heterogene-
ity: transfer learning-based, data augmentation-based, and
knowledge distillation-based. Transfer learning approaches
consider one party as the source domain with labeled and
the other party as the target domain with only unlabeled or
limited labeled samples. Liu et al. [5] proposed a Secure
Federated Transfer Learning (SFTL) framework that maps
feature spaces into a common subspace and trains local
models of the passive party in this subspace. Sharma et al.
further improved the efficiency of SFTL using the enhanced
secure computation framework SPDZ [61]. However, transfer
learning based approaches are only applicable in settings
which only involve one source party and one target party.
Knowledge distillation-based methods train individual mod-
els for each data owner using supervision from the VFL
model’s privileged information [62]. The VFL model trained
on aligned samples acts as a teacher for each data owner’s
individual model. However, the effectiveness of the VFL
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model depends on fully overlapping data and labels, which
can be difficult to guarantee. Recent studies have focused
on completing non-overlapping samples in the latent feature
space. For example, Semi-supervised Federated Cross View
Learning leverages semi-supervised learning and cross-view
learning to estimate missing features and pseudo-labels of
non-overlapping samples in each data owner [63].

In summary, FL settings with data space heterogeneity are
significantly different from VFL and HFL settings. Novel FL
approaches need to be developed to ensure the responsible
implementation of heterogeneous FL in financial service
systems.

IV. OPEN ISSUES AND FUTURE DIRECTIONS

There are potential problems in FL-based financial service
systems that need addressing to enable responsibility and
effectiveness. We suggest the following research directions.

A. Accountable VFL

In VFL systems, data owners may face an information
asymmetry problem, resulting in meaningless local outputs
due to flawed data collection or free-riders. Furthermore, the
data owner with labels cannot verify the trustworthiness of
the local outputs, as it lacks access to other parties’ data.
Thus, auditing information in VFL is necessary to tackle
this problem.

B. Effective Heterogeneous Federated Learning

Despite the existence of various methods proposed by
researchers to address the problem of heterogeneous data
space by examining non-overlapping samples, they have not
taken into account a crucial aspect of the heterogeneous
feature space – a significant portion of the distributed features
are readily available to the public. In order to enhance
the effectiveness of heterogeneous FL, it is desirable for
researchers to explore the publicly available datasets in
heterogeneous FL.

C. Controllable Federated Learning with Parameter-
Efficient Feedback Learning

Controllable Federated Learning uses positive/negative
feedback to improve model performance. However, in real
applications, the false feedback may be infrequent. There-
fore, it is imperative to conduct further research on how to
efficiently leverage the infrequent false feedback to finetune
model parameters in a distributed manner.

V. CONCLUSION

This paper provides a detailed examination of responsible
and effective FL (RE-FL) in financial service systems. The
investigation begins with an in-depth review of existing FL-
based financial service systems, followed by the introduction
of a multi-layer taxonomy based on relevant literature. This
taxonomy is designed to evaluate RE-FL approaches, fo-
cusing on key criteria such as accountability, controllability,
fairness, privacy, security, and effectiveness. Additionally, the
paper identifies several promising research directions aimed
at enhancing the responsible and effective implementation of

FL within financial services. Overall, this survey serves as a
beneficial resource for researchers in the fields of computer
science and finance, facilitating the further development
of FL techniques that incorporate both responsibility and
effectiveness.
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