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Abstract—We consider the problem of approximating flow
functions of continuous-time dynamical systems with inputs. It is
well-known that continuous-time recurrent neural networks are
universal approximators of this type of system. In this paper,
we prove that an architecture based on discrete-time recurrent
neural networks universally approximates flows of continuous-
time dynamical systems with inputs. The required assumptions
are shown to hold for systems whose dynamics are well-behaved
ordinary differential equations and with practically relevant
classes of input signals. This enables the use of off-the-shelf
solutions for learning such flow functions in continuous-time from
sampled trajectory data.

Index Terms—Machine learning, Neural networks, Nonlinear
systems

I. INTRODUCTION

The advantage of continuous-time models for learning dy-
namics has been pointed out in a number of recent works [1],
[2], [3]. Such models naturally handle irregularly sampled or
missing data, and are the natural model class for most physical
systems.

Some approaches for continuous-time identification have
been proposed [4], but for nonlinear systems the majority of
research concentrates on discrete-time models [5]. A number
of modeling approaches have arisen using ideas and model
classes from classical and deep machine learning. It is well
known that continuous-time recurrent neural networks can ap-
proximate large classes of continuous-time dynamical systems
with inputs, see Sontag [6], Li et al [7] and references therein.
In fact, these networks are able to approximate flows of stable
continuous-time systems over unbounded time intervals [8], as
well as more general input-output operators [9]. Neural Ordi-
nary Differential Equations (Neural ODEs) [1] are a particular
class of continuous-time models proposed to replace standard
network layers appearing in models used for common learning
tasks, and have been shown to be competitive with state-of-the-
art models in system identification [10]. In [11] some specific
architectures and learning methods for identifying differential
equation models of control systems using neural networks are
presented.

An assortment of related methods have been proposed
for modeling autonomous systems with applications in the
physical sciences [12], [13], [14]. For methods based on
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Koopman operator approximation in particular, extensions
to certain classes of systems with inputs are possible [15].
Physics-informed learning has also emerged as a paradigm for
learning solutions of ordinary and partial differential equations
from data [16], [17]. These methods incorporate a set of
differential equations known to be satisfied by the data as a
regulariser in the loss function used to train the network, and
can also be used to identify parameters in the equations.

In contrast to the majority of these approaches, the class
of methods known as neural operator methods attempt to
directly learn the solution operator of a differential equation,
that is, the operator mapping initial conditions, forcing terms
and parameters to the corresponding solution, rather than
identifying the governing equations [18], [19], [20], [21]. The
focus is then on engineering architectures with the appropriate
inductive biases for a particular class of problems.

In this paper, we consider the problem of approximating
the flow function of a dynamical system, that is, the solution
operator mapping initial conditions and control inputs to the
corresponding trajectory of the system. Exploiting the discrete
structure of commonly used classes of control inputs, we show
that the flow function can be exactly represented by a discrete-
time dynamical system. This motivates the use of (discrete-
time) Recurrent Neural Network (RNN) architectures to learn
flow functions from data. We propose one such architecture
which ensures that the trajectories of the learned model are
continuous. In previous work [22], we have shown through
numerical experiments that the architecture successfully learns
flows of oscillators with complex dynamics, and have investi-
gated its generalisation performance.

In this paper, our contribution is twofold. Firstly, we prove
that the proposed architecture is a universal approximator for
flow functions of control systems, which guarantees the well-
posedness of the learning problem that we formulate math-
ematically in [22]. Secondly, we show by system-theoretic
arguments that the required assumptions hold for systems
whose dynamics are given by well-behaved ODEs, with rather
general and practically relevant classes of input signals.

This approach has a number of advantages in comparison
with methods based on learning the right-hand side of a
differential equation. Errors in the learned dynamics can
be propagated and affect long-term prediction performance.
When the flow is directly approximated, the need for integra-
tion is obviated. This has the additional advantage of reducing
the computational burden at both training and prediction time.

2023 62nd IEEE Conference on Decision and Control (CDC)
December 13-15, 2023. Marina Bay Sands, Singapore

979-8-3503-0123-6/23/$31.00 ©2023 IEEE 2320



In effect, under our formulation, the problem of learning a
flow function amounts to a standard regression problem, and
thus enables the use of off-the-shelf learning frameworks for
training the model. At prediction time, one can query the
solution map at any time instant, and, since the model uses
standard neural network components, gradients of the flow
with respect to, e.g., initial conditions or control values can
be computed in a straightforward manner through automatic
differentiation. Furthermore, the approach is able to accommo-
date more general classes of systems than those with dynamics
given by ODEs.

The rest of the paper is organised as follows. Section II
introduces notation and some basic definitions. In Section III
we describe the proposed architecture and the considered
class of input signals. This is followed by the statement of
Theorem 1 in Section IV. In Section V we give a proof that
discrete-time RNNs are universal approximators, an essential
step in the proof of Theorem 1 given in Section VI. Section VII
treats the case of flows of ODEs and the assumptions of
Theorem 1 are shown to hold in that setting. A numerical
example is briefly discussed in Section VIII, and concluding
remarks are given in Section IX.

II. PRELIMINARIES

A. Notation
The indicator function of a set A is written 1A, and the

identity function on A is written idA. Sequences are written
(zk)

∞
k=0, or in short-hand (zk). The space of sequences with

values in A is written S(A) := {(zk)∞k=0 : zk ∈ A}. The space
of continuous functions f : A → Rn on a compact set
A ⊂ Rm is written Cn(A). For A ⊂ Rn and ε > 0, Nε(A)
denotes the (closed) ε-neighbourhood of A, i.e., the set of
points at most ε distance away from A. If A is compact, then
so is Nε(A). Vectors v ∈ Rd are written v = (v1, . . . , vd).
We denote by ∥·∥ the Euclidean norm on Rd, and for a matrix
M ∈ Rm×n, ∥M∥ denotes the induced operator norm.

B. Flows of controls systems in continuous-time

In this paper we consider finite-dimensional time-invariant
control systems in continuous-time with state evolving in an
open set X ⊂ Rdx . Such systems can be described abstractly
by a flow function

φ : R≥0 ×X × U → X (1)

where U is a given set of (control) inputs u : R≥0 → Rdu .
The flow satisfies the following properties (cf. Sontag [23,
Chapter 2]):

• Identity: φ(0, x, u) = x
• Semigroup: φ(s+ t, x, u) = φ(t, φ(s, x, u), us)

for all x ∈ X , u ∈ U and s, t ≥ 0. Here us ∈ U denotes the
input u shifted by s > 0 time units, i.e., us(t) := u(t+s). The
function t 7→ φ(t, x, u), t ≥ 0 is the trajectory of the system
with initial state x when the applied control is u.

C. Neural networks as function approximators

In this paper, a (feedforward) neural network is any function
h : Rm → Rn which can be written as

h(x) = Cσp(Ax+ b) + d, x ∈ Rm (2)

for A ∈ Rp×m, b ∈ Rp, C ∈ Rn×p, d ∈ Rn. Here
σp : Rp → Rp is a diagonal mapping such that the activation
function σ : R → R is applied to each coordinate, i.e.,
σp(v) = (σ(v1), . . . , σ(vp)) for v ∈ Rp. In practical appli-
cations, these are usually known as networks with one hidden
layer.

We let Nm,n
σ,p be the class of such networks and define

Nm,n
σ := ∪∞

p=1N
m,n
σ,p . Throughout the paper, we shall assume

that σ : R → R is a fixed bounded, continuous and noncon-
stant function. Under this assumption it is well-known [24] that
Nn,m

σ is dense in Cn(K) for any compact set K ⊂ Rm. That
is, for any continuous function f : K → Rn and ε > 0 there
is a network h ∈ Nn,m

σ such that supx∈K ∥f(x)− h(x)∥ < ε.
Let N0

σ,p ⊂ ∪q≥pN
q,p
σ,p be the class of feedforward networks

for which C = I and d = 0 in (2). A Recurrent Neural
Network (RNN) is then simply a difference equation whose
right-hand side is a network in N0

σ,p for some p ≥ 0:

Definition 1 (RNN). An RNN is a difference equation of the
form

zk+1 = σdz (Azk +Buk + b), k ∈ Z≥0,

where z ∈ Rdz , u ∈ Rdu .

III. ARCHITECTURE DEFINITION

In this section we define a discrete-time RNN-based ar-
chitecture to approximate flow functions of continuous-time
dynamical systems. We focus in particular on systems for
which the trajectories t 7→ φ(t, x, u) are continuous in time t.
This is the case when φ arises from a differential equation, dif-
ferential algebraic equation, but excludes e.g. hybrid systems
with state jumps. We shall show that φ can be approximated
by a function φ̂ on a finite time interval, where φ̂(t, x, u) is
computed by an RNN. In the following sections we make this
precise.

A. Class of inputs

In order to approximate φ, we must impose some structure
on U. In practice, the majority of systems are controlled by
a computer with a zero-order hold digital-to-analog converter,
so that the input signal will be piecewise constant, with the
control value changing at regular time instants with some
period ∆ > 0. Occasionally, first- or higher-order polynomial
parameterisations are also used. In this paper we consider a
general parameterisation of control inputs which encompasses
all of these cases. Namely, we assume that the control can be
parameterised by a sequence of finite-dimensional parameters
(ωk)

∞
k=0 ⊂ Rdω as follows:

u(t) =

∞∑
k=0

α

(
ωk,

t

∆

)
1[k∆,(k+1)∆)(t), t ≥ 0. (3)
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Here α : Rdω × R≥0 → Rdu is periodic with period 1 in its
second argument. In other words, we have for each k ≥ 0

u(t) = α(ωk, t/∆), k∆ ≤ t < (k + 1)∆.

The simplest example is given by α(ω, t) := ω, correspond-
ing to the case of piecewise constant controls with period ∆.

Throughout the paper we assume that ∆ and the function
α are fixed and known. For a set Ω ⊂ Rdω we define the
set U(Ω) of controls u parameterised by sequences in S(Ω)
according to (3), i.e.,

U(Ω) :=
{
u : R≥0 → Rdu : (ωk)

∞
k=0 ∈ S(Ω),

u(t) =

∞∑
k=0

α

(
ωk,

t

∆

)
1[k∆,(k+1)∆)(t)

}
.

(4)

B. Representing flows by discrete-time systems

We let uω be the control generated by the constant sequence
with value ω, so that uω(t) = α(ω, t/∆), t ≥ 0 and define
the function Φ : [0, 1]×X × Rdω → X by

Φ(τ, x, ω) := φ(τ∆, x, uω).

Fix t ∈ R≥0 and define kt := ⌊t/∆⌋, τt := (t− kt∆)/∆.
The value of φ(t, x, u) can be computed recursively by Φ as
follows:

x0 = x

xk+1 = Φ(1, xk, ωk), 0 ≤ k < kt

xkt+1 = Φ(τt, xkt , ωkt) = φ(t, x, u).

(5)

This can be seen as representing φ by a discrete-time system
with inputs (τ, ω) ∈ [0, 1] × Rdω . Note that such a represen-
tation does not amount to a discretisation of φ, so that no
loss of information or generality is incurred, and we are able
to compute the flow φ at any instant of time through this
correspondence.

The discrete-time system defined by (5) can be approxi-
mated by an RNN as follows. Let x ∈ X , t ≥ 0 and u ∈ U
be parameterised according to (3) by a sequence (ωk). Fixing
networks h ∈ N0

σ,dz
, β ∈ Ndx,dz

σ and γ ∈ Ndz,dx
σ , compute

the sequence

z0 = β(x)

zk+1 = h(1, zk, ωk), 0 ≤ k < kt

zkt+1 = h(τt, zkt
, ωkt

)

(6)

and set

φ̂(t, x, u) = γ((1− τt)zkt + τtzkt+1).

The interpolation guarantees that φ̂ is continuous in t. Note
that it does not amount to a linear interpolation, as zkt+1

depends on τt.
In order to express φ̂ explicitly, the following definition is

useful, and will be used throughout the following sections.

Definition 2 (Recursion Map). Let f : A × B → A. The
associated recursion map ρf : Z≥0 × A × S(B) → A is
defined as

ρf (0, x, (uk)) = x,

ρf (n+ 1, x, (uk)) = f(ρf (n, x, (uk)), un), n ≥ 0.
(7)

Now let (ttk)
∞
k=0 ∈ S([0, 1]) be defined by

ttk =


1, 0 ≤ k < kt

τt, k = kt

0, k > kt.

(8)

Then we can rewrite (6) as1 zk = ρh(k, β(x), (t
t
k, ωk)), k ≥ 0,

and thus φ̂ can be written

φ̂(t, x, u) = γ[(1− τt)ρh(kt, β(x), (t
t
k, ωk))

+ τtρh(kt + 1, β(x), (ttk, ωk))].

We let H denote the set of functions φ̂ : R≥0 ×X × U → Rdx

defined in this way, that is,

H :=

{
φ̂ : R≥0 ×X × U → Rdx : dz ∈ Z≥0,

γ ∈ Ndz,dx
σ , h ∈ N0

σ,dz
, β ∈ Ndx,dz

σ ,

φ̂(t, x, u) = γ[(1− τt)ρh(kt, β(x), (t
t
k, ωk))

+ τtρh(kt + 1, β(x), (ttk, ωk))]

}
.

(9)

For a more detailed explanation and motivation of the archi-
tecture just described, the reader is referred to [22].

IV. STATEMENT OF THE MAIN RESULT

Theorem 1. Suppose the flow of a control system
φ : R≥0 ×X × U → X satisfies the following conditions:

1) Given a compact set Kω ⊂ Rdω , define U(Kω) according
to (4). Then U(Kω) ⊂ U, i.e., for any u ∈ U(Kω), the
corresponding trajectory φ(·, x, u) is well-defined for all
x ∈ X .

2) The function Φ : [0, 1]×X × Rdω → X defined as

Φ(τ, x, ω) := φ(τ∆, x, uω), uω(t) = α(ω, t/∆)

is right-differentiable at τ = 0 for every
(x, ω) ∈ X × Rdω .

3) The function Ψ : [0, 1]×X × Rdω defined as

Ψ(τ, x, ω) :=

x+ τ−1(Φ(τ, x, ω)− x), τ ∈ (0, 1]

lim
t↓0

[
x+ t−1(Φ(t, x, ω)− x)

]
, τ = 0

(10)
is continuous and locally Lipschitz in x.

Then, for any ε > 0, T ≥ 0 and compact sets Kx ⊂ X ,
Kω ⊂ Rdω , there exists φ̂ ∈ H, defined according to (9), such
that ∥φ(t, x, u)− φ̂(t, x, u)∥ < ε holds for all t ∈ [0, T ],
x ∈ Kx and u ∈ U(Kω). Furthermore, γ and β in (9) can be
chosen to be affine with γ ◦ β = idRdx .

1With some abuse of notation, we interpret h as a function mapping
Rdz × ([0, 1]× Rdω ) to Rdz .

2322



Note that assumptions 2 and 3 implicitly represent assump-
tions on φ and α. In Section VII we shall give conditions under
which they are satisfied for flows of differential equations.

V. UNIVERSAL APPROXIMATION OF DISCRETE-TIME
SYSTEMS

In this section we give a proof that discrete-time RNNs are
universal approximators of discrete-time systems, a fact that
will be used in the proof of Theorem 1.

Theorem 2 (Universal approximation for discrete-time dy-
namical systems). Let f : Rdx ×Rdu → Rdx be a continuous
function that is locally Lipschitz in the first variable, in the
sense that for any compact set K ⊂ Rdx there exists a locally
bounded function νK : Rdu → R≥0 such that

∥f(x2, u)− f(x1, u)∥ ≤ νK(u) ∥x2 − x1∥ , x1, x2 ∈ K.

Then for any ε > 0, N ∈ Z≥0 and compact sets Kx ⊂ Rdx

and Ku ⊂ Rdu there exist networks h ∈ N0
σ,dz

, γ ∈ Ndz,dx
σ

and β ∈ Ndx,dz
σ such that for any x ∈ Kx and u ∈ S(Ku)

we have

∥ρf (n, x, u)− γ(ρh(n, β(x), u))∥ < ε, n = 0, . . . , N, (11)

where ρf is defined as in (7). Furthermore, γ and β can be
chosen to be affine with γ ◦ β = idRdx .

Noe that h above defines an RNN. Therefore, Theorem 2
states that any discrete-time dynamical system with a locally
Lipschitz right-hand side can be approximated in the sense
of (11) by an RNN. This is a well-known fact [6], [25], but for
reference we include a full proof under the stated assumptions,
as this result is an important step in the proof of Theorem 1,
and there we will in particular use the fact that γ ◦ β = idRdx

and that these maps are affine.

Proof. The case N = 0 is trivial and N = 1 corresponds
to the standard universal approximation theorem proved in
Hornik [24], so we assume N ≥ 2 in what follows.

Define the sets K0
x, . . . ,K

N−1
x recursively by

Kn+1
x = f(Kn

x ,Ku) with K0
x = Kx. By continuity of

f , the Kn
x are compact. For any input sequence u ∈ S(Ku)

and initial state x0 ∈ Kx, we then have that

ρf (n, x0, u) ∈ Kn
x , n = 0, 1, . . . , N − 1.

Define also Ln
f , η

n
f ≥ 0 and sets K̃n, n = 1, . . . , N − 1

recursively as follows:

η1f = 1

K̃n = Nεηn
f
(Kn

x ), Ln
f = max

{
1, sup

u∈Ku

νK̃n(u)

}
ηn+1
f = 1 + Ln

f η
n
f ,

and let

K = Kx ∪
N−1⋃
n=1

K̃n,

εn =
1

2N−n
∏N−1

k=n Lk
f

ε, n = 1, . . . , N.

Pick a neural network g ∈ Ndx+du,dx
σ such that

sup
x∈K,u∈Ku

∥f(x, u)− g(x, u)∥ < min
n=1,...,N

εn. (12)

In particular, supx∈K,u∈Ku
∥f(x, u)− g(x, u)∥ < ε.

Now, pick x ∈ Kx and u ∈ S(Ku). We have (omitting the
(x, u) arguments since they are fixed everywhere)

∥ρf (n+ 1, x, u)− ρg(n+ 1, x, u)∥
= ∥f(ρf (n))− g(ρg(n))∥
≤ ∥f(ρf (n))− f(ρg(n))∥+ ∥f(ρg(n))− g(ρg(n))∥

Assuming that ∥ρf (n)− ρg(n)∥ < εηnf , we have
ρg(n) ∈ K̃n ⊂ K and so

∥ρf (n+ 1)− ρg(n+ 1)∥ < Ln
f ∥ρf (n)− ρg(n)∥+ ε

≤ εηn+1
f .

Since (12) implies

∥ρf (1, x, u)− ρg(1, x, u)∥ < ε (= εη1f ),

by induction we have that ∥ρf (n, x, u)− ρg(n, x, u)∥ < εηnf
for n = 1, . . . , N − 1, so that ρg(n, x, u) ∈ K̃n.

Now, we show by induction that

∥ρf (n, x, u)− ρg(n, x, u)∥ < εn

for each n ≥ 0. For n = 1 this holds by (12):

∥ρf (1, x, u)− ρg(1, x, u)∥ = ∥f(x, u0)− g(x, u0)∥ < ε1.

Assume that ∥ρf (n, x, u)− ρg(n, x, u)∥ < εn. Then

∥ρf (n+ 1, x, u)− ρg(n+ 1, x, u)∥
≤ ∥f(ρf (n))− f(ρg(n))∥+ ∥f(ρg(n))− g(ρg(n))∥
< Ln

f εn + εn =
εn+1

2
+ εn ≤ εn+1.

And since εn ≤ ε for n = 1, . . . , N , we have that
∥ρf (n, x, u)− ρg(n, x, u)∥ < ε, as desired.

Finally, since it is not necessarily the case that g ∈ N0
σ,p

for some p, it remains to obtain an equivalent recurrent neural
network. Write g explicitly as

g(x, u) = Tσp(Ax+Bu+ b) + c,

and rank-factorise T as

T = M

[
T1

0

]
with M ∈ Rdx×dx invertible and T1 ∈ Rr×p of full row rank.
Then, with

g1(x, u) :=

[
T1σp(AMx+Bu+ b) + c′1

c′2

]
, M−1c =

[
c′1
c′2

]
,

it follows that

Mρg1(n,M
−1x, u) = ρg(n, x, u)

for all (n, x, u). Let now T+
1 be a right inverse of T1 (i.e.,

T1T
+
1 = Ir) and

Q := M

[
T1 0
0 Idx−r

]
, Q+ :=

[
T+
1 0
0 Idx−r

]
M−1.

2323



Then with

g2(z, u) :=

[
σp(AQz +Bu+ b) + T+

1 c′1
c′2

]
,

we get
Qρg2(n,Q

+x, u) = ρg(n, x, u).

Finally, let

Ã :=

[
AQ

0(dx−r)×(p+dx−r)

]
, B̃ :=

[
B

0(dx−r)×du

]
,

b̃ :=

[
b

0dx−r

]
, c̃ :=

[
T+
1 c′1

c′2 − σdx−r(0)

]
and define the maps γ : Rp+dx−r → Rdx and
β : Rdx → Rp+dx−r as

γ(z) := Q(z + c̃), β(x) := Q+x− c̃.

Then with dz := p+ dx − r and

h(z, u) := σdz
(Ãz + B̃u+ b̃+ Ãc̃)

we get
γ(ρh(n, β(x), u)) = ρg(n, x, u),

so that h ∈ N0
σ,dz

and

∥γ(ρh(n, β(x), u))− ρf (n, x, u)∥ < ε

for all x ∈ Kx, u ∈ S(Ku) and n = 0, . . . , N , as desired.
Note also that γ and β have the desired properties. ■

VI. PROOF OF THEOREM 1

We begin with some intuition on the definition of Ψ in (10)
and the stated assumptions. Let φ̂ ∈ H and let β, h, γ be the
corresponding networks as in (9). Assume for the moment that
γ = β = idRdx . In the first control period, i.e., for 0 < τ ≤ 1
it holds that

φ(τ∆, x, uω)− φ̂(τ∆, x, uω)

= Φ(τ, x, ω)− [(1− τ)x+ τh(τ, x, ω)]

= τ
(
h(τ, x, ω)−

[
x+ τ−1(Φ(τ, x, ω)− x)

])
= τ(h(τ, x, ω)−Ψ(τ, x, ω)).

Furthermore, note that Φ(1, x, ω) = Ψ(1, x, ω), so if we
replace Φ by Ψ in (5) we get the same result, provided we
interpolate the final state, that is,

φ(t, x, u) = Φ(τt, xkt , ωkt) = (1− τt)xkt + τtΨ(τt, xkt , ωkt).

This motivates the idea that we should approximate the dis-
crete dynamical system obtained by iterating Ψ:

xk+1 = Ψ(τk, xk, ωk), k ≥ 0.

Using the recursion map notation, we can equivalently write

xk = ρΨ(k, x0, (τk, ωk)
∞
k=0).

By Theorem 2, there exists a network h ∈ N0
σ,dz

and affine
maps γ, β such that

∥γ(ρh(n, β(x), (τk, ωk)))− ρΨ(n, x, (τk, ωk))∥ < ε (13)

for n = 0, . . . , kT + 1 and any x ∈ Kx and
(τk, ωk) ∈ S([0, 1]×Kω). Let φ̂ ∈ H be defined by
these three networks according to (9), and recall that
γ ◦ β = idRdx .

Fix x ∈ Kx, u ∈ U(Kω) and t ∈ [0, T ]. Let (ωk) be a
sequence parameterising the control u and define

z0 = β(x)

zk+1 = h(1, zk, ωk), 0 ≤ k < kt

zkt+1 = h(τt, zkt
, ωkt

).

Then, as before
zn = ρh(n, β(x), (t

t
k, ωk)), 0 ≤ n ≤ kt + 1

(recall the definition of (ttk) in (8)). It follows from (13) that
∥φ(k∆, x, u)− γ(zk)∥ < ε

for k = 0, . . . , kt and with xkt := φ(kt∆, x, u)

∥Ψ(τt, xkt
, ωkt

)− γ(zkt+1)∥ < ε.

Write
φ(t, x, u)− φ̂(t, x, u)

= φ(t, x, u)− γ((1− τt)zkt
+ τtzkt+1)

= Φ(τt, xkt
, ωkt

)− γ((1− τt)zkt
+ τtzkt+1)

= xkt
+ τt(Ψ(τt, xkt

, ωkt
)− xkt

)

− γ((1− τt)zkt
+ τtzkt+1)

= (1− τt)xkt
+ τtΨ(τt, xkt

, ωkt
)

− (1− τt)γ(zkt
)− τtγ(zkt+1)

= (1− τt)(xkt
− γ(zkt

)) + τt(Ψ(τt, xkt
, ωkt

)− γ(zkt+1)).

If t < ∆ then kt = 0, so that
φ(t, x, u)− φ̂(t, x, u)

= (1− τt)(x− γ(z0)) + τt(Ψ(τt, x, ω0)− γ(z1))

= (1− τt)(x− γ(β(x))) + τt(Ψ(τt, x, ω0)− γ(z1))

= τt(Ψ(τt, x, ω0)− γ(z1)),

and thus
∥φ(t, x, u)− φ̂(t, x, u)∥ = τt∥Ψ(τt, x, ω0)− γ(z0)∥

< ετt ≤ ε.

For t ≥ ∆, we have

∥φ(t, x, u)− φ̂(t, x, u)∥ ≤ (1− τt)∥xkt − γ(zkt)∥
+ τt∥Ψ(τt, xkt , ωkt)− γ(zkt+1)∥
< ε,

and the proof is complete.

VII. FLOWS OF DIFFERENTIAL EQUATIONS

In this section, we consider the class of flows φ arising from
a controlled Ordinary Differential Equation (ODE) of the form

ξ̇(t) = f(ξ(t), u(t)), ξ(0) = x. (14)

If the function f : X ×Rdu → Rdx is sufficiently regular, the
flow of such a system is well-defined for all Borel measurable
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and essentially bounded controls [23], and satisfies the ODE
in the following sense:

φ(t, x, u) = x+

∫ t

0

f(φ(s, x, u), u(s))ds, t ∈ R≥0. (15)

In particular, if f is continuous and the control u is right-
continuous at time s ≥ 0, then it holds that

d

dt

∣∣∣∣
t=s

φ(t, x, u) = f(φ(s, x, u), u(s)). (16)

We now show that the assumptions in Theorem 1 are
satisfied in this case under mild conditions on the input
parameterisation α and the right-hand side f of the ODE.

Lemma 1. Assume that the functions f in (14) in and α in (3)
satisfy the following conditions

I) The function α is measurable, and for each ω ∈ Rdω

the function α(ω, ·) is bounded on [0, 1] and right-
continuous at t = 0. Furthermore, the family of func-
tions

{
α(·, t) : Rdω → Rdu : t ∈ [0, 1)

}
is equicontinu-

ous, i.e., if ωn → ω then for any ε > 0 there exists
N ∈ Z≥0 such that for all t ∈ [0, 1) and n ≥ N it holds
that ∥α(ωn, t)− α(ω, t)∥ < ε.

II) The function f is continuously differentiable in (x, u), and
solutions to (14) exist in the sense of (15) for t ∈ R≥0,
for all x ∈ X and all measurable and essentially
bounded controls u : R≥0 → Rdu .

Then the flow φ associated to the ODE (14) satisfies the
assumptions of Theorem 1.

Recalling the definition of uω in Theorem 1, Assumption I
implies that uω is continuous from the right at t = 0 and that
uωn → uω uniformly when ωn → ω.

Assumption II above is sometimes referred to as forward
completeness of (14). There is no single condition on f that
can guarantee forward completeness; examples of possible
conditions are discussed in [23], [26]. It implies the existence
of φ satisfying (15) for all t ≥ 0, and that U can be chosen
to be the set of all measurable essentially bounded functions
u : R≥0 → Rdu .

Proof. First, we show that Assumption 1 in Theorem 1 holds.
Let Kω ⊂ Rdω be a compact set, and let u ∈ U(Kω) be param-
eterised by the sequence (ωk). Let ak := supt∈[0,1] ∥α(ωk, t)∥.
Suppose (ak) is unbounded, and pick a subsequence (akj

)
such that limj→∞ akj

= ∞. By compactness, there is a
subsequence (ωk′

j
) of (ωkj

) with limj→∞ ωk′
j
= ω ∈ Kω .

Then, by equicontinuity we have that for j large enough∥∥∥α(ωk′
j
, t)
∥∥∥ < 1 + ∥α(ω, t)∥ , t ∈ [0, 1),

which implies that (ak′
j
) is bounded, a contradiction. Hence

ak is bounded, and so u is bounded. Since α is measurable,
so is u, and thus u ∈ U, as desired.

We now show that Assumption 2 in Theorem 1 holds. Since
α is right-continuous at t = 0, (16) gives

d

dτ

∣∣∣∣
τ=0

Φ(τ, x, ω) =
d

dτ

∣∣∣∣
τ=0

φ(∆τ, x, uω)

= f(φ(0, x, uω), uω(0))∆ = f(x, α(ω, 0))∆,

and hence Φ is differentiable from the right at τ = 0, as
desired.

Finally, we show that Assumption 3 in Theorem 1 holds. Let
Ψ0(τ, x, ω) = Ψ(τ, x, ω)−x. We will show that the differential
of Ψ0 with respect to x is continuous, and thus bounded on
compact sets, from which it follows that Ψ0 (and thus Ψ)
is locally Lipschitz. The remainder of the proof requires a
few additional properties of the flow φ which we state in the
following sublemmata.

Sublemma 1. Let (ωn) ⊂ Rdω and (xn) ⊂ X be such that
ωn → ω and xn → x ∈ X . Then φ(t, xn, uωn) → φ(t, x, uω)
uniformly in t ∈ [0,∆].

Proof. See Sontag [23], Theorem 1. ■

Sublemma 2. The flow φ is differentiable with respect to the
initial condition x and and its differential with respect to x,
Dxφ, satisfies

Dxφ(t, x, u)ξ = λx,u(t; ξ)

for all ξ ∈ Rn, where λx,u is the solution of the linear
boundary value problem

λ̇x,u(s; ξ) = Dxf(φ(s, x, u), u(s))λ(s; ξ)

λx,u(0; ξ) = ξ.
(17)

Equivalently, Dxφ(t, x, u) = Λx,u(t) where Λx,u is the state
transition matrix associated to the linear system (17).

Proof. See Sontag [23], Theorem 1. ■

We also need the following result on the continuity of
solutions of linear ODEs with respect to the coefficient matrix.

Sublemma 3. Let x, z : [t1, t2] → Rdx satisfy

ẋ(t) = A(t)x(t)

ż(t) = B(t)z(t)
t ∈ (t1, t2)

with A,B : [t1, t2] → Rdx×dx measurable and essentially
bounded. Then, with d(t) = x(t)− z(t) and D(t) := A(t) −
B(t),

∥d(t)∥ ≤
(
∥d(t1)∥+

∫ t

t1

∥D(s)∥ ∥x(s)∥ ds
)
e
∫ t
t1

∥B(s)∥ds

(18)

for t ∈ [t1, t2].

Proof. Write

d(t) = d(t1) +

∫ t

t1

[B(s)d(s) + (A(s)−B(s))x(s)] ds,

so that

∥d(t)∥ ≤ ∥d(t1)∥+
∫ t

t1

∥B(s)∥ ∥d(s)∥ ds+
∫ t

t1

∥D(s)∥ ∥x(s)∥ ds,

and Grönwall’s inequality gives the desired result. ■
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We shall use the bound (18) to show that Λx,uω
is con-

tinuous with respect to (x, ω). To this end, let xn → x and
ωn → ω and, for t ∈ [0,∆], set

A(t) =Dxf(φ(t, x, uω), uω(t)), (19)
Bn(t) =Dxf(φ(t, xn, uωn

), uωn
(t)). (20)

By continuity of φ and α, there exist compact sets K ′
x and K ′

u

such that φ(t, x, uω), φ(t, xn, uωn
) ∈ K ′

x and uω(t), uωn
(t) ∈

K ′
u holds for all n and t ∈ [0,∆]. Let

F̄ := sup {∥Dxf(z, u)∥ : z ∈ K ′
x, u ∈ K ′

u}. (21)

We have F̄ < ∞, by continuity of Dxf , and ∥B(s)∥ ≤ F̄
for s ∈ [0,∆]. Sublemma 3 applied on the interval [0, t] now
gives∥∥λx,uω

(t; ξ)− λxn,uωn
(t; ξ)

∥∥
≤ etF̄

∫ t

0

∥A(s)−Bn(s)∥ ∥λx,uω
(s; ξ)∥ds

≤ etF̄ sup
s∈[0,∆]

∥Λx,uω
(s)∥

(∫ t

0

∥A(s)−Bn(s)∥ ds
)
∥ξ∥ ,

so that∥∥Λx,uω
(t)− Λxn,uωn

(t)
∥∥

≤ etF̄ sup
s∈[0,∆]

∥Λx,uω (s)∥
∫ t

0

∥A(s)−Bn(s)∥ ds
(22)

for each t. By continuity of Dxf and the uniform convergence
of φ(t, xn, uωn) and uωn , Bn converges uniformly to A, and
thus Λxn,uωn

→ Λx,uω uniformly on [0,∆].
Returning to our original goal, for τ > 0 we have

DxΨ0(τ, x, ω) = τ−1(DxΦ(τ, x, ω)− I)

= τ−1(Dxφ(τ∆, x, uω)− I) = τ−1(Λx,uω
(τ∆)− I)

Due to the continuity of Λx,uω
, DxΨ0 is continuous in

(τ, x, ω) for τ > 0.
For τ = 0 we have DxΨ0(0, x, ω) = ∆Dxf(x, uω(0)). If

τn → 0 with τn > 0, xn → x and ωn → ω then

DxΨ0(0, x, ω)−DxΨ0(τn, xn, ω)

= ∆Dxf(x, uω(0))− τ−1
n

(
Λxn,uωn

(τn∆)− I
)

= ∆Dxf(x, uω(0))− τ−1
n (Λx,uω

(τn∆)− I)

+ τ−1
n (Λx,uω

(τn∆)− Λxn,uωn
(τn∆)).

The first term of the last equality goes to zero, hence we are
left to investigate the second term. With A,Bn, F̄ defined in
(19)-(21), from (22) we find∥∥τ−1

n (Λx,uω (τn∆)− Λxn,uωn
(τn∆))

∥∥
≤ eτn∆F̄ sup

t∈[0,∆]

∥Λx,uω
(t)∥ 1

τn

∫ τn∆

0

∥A(t)−Bn(t)∥ dt.

Pick ε > 0, and let n be large enough that
∥A(t)−Bn(t)∥ < ε for t ∈ [0,∆], so that

τ−1
n

∥∥Λx,uω
(τn∆)− Λxn,uωn

(τn∆)
∥∥ ≤

(
∆eτn∆F̄ sup

t∈[0,∆]

∥Λx,uω
(t)∥

)
ε

and τ−1
n (Λx,uω

(τn∆) − Λxn,uωn
(τn∆)) → 0 as n → ∞, as

desired.
■

VIII. NUMERICAL EXAMPLE

We illustrate the use of the proposed architecture for learn-
ing the flow map of a FitzHugh-Nagumo oscillator whose
dynamics are given by

ηẋ1(t) = x1(t)− x1(t)
3 − x2(t) + u(t)

ηγẋ2(t) = x1(t) + a− bx2(t),
(23)

where η = 1/50, γ = 40, a = 0.3, b = 1.4. The control u is
piecewise constant (i.e. α(ω, t) = ω) with ∆ = 0.2.

We generate data consisting of N = 300 trajectories of (23)
on t ∈ [0, 20] with xn(0)

i.i.d.∼ N(0, I) and each input un

is parameterised as in (3) by a sequence (ωk) distributed as
follows:

ω40k
i.i.d.∼ LogNormal(µ = log(0.2), σ = 0.5),

ωj+40k = ω40k, j = 1, . . . , 39

for k ∈ Z≥0. In other words, the inputs un are square
waves with a period of 8 time units and the amplitude at
each period is sampled from a log-normal distribution. The
dynamics (23) are integrated using a Backward Differentiation
Formula method and for each trajectory K = 300 trajectory
values ξnk = φ(tnk , x

n, un) + εnk are sampled, where εnk is
Gaussian measurement noise with standard deviation equal to
0.05.
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Fig. 1. Real (blue, dashed) and model (black) trajectories of the FitzHugh-
Nagumo system (23) with the test input u.

We train a network defined according to our architecture,
where h is a single-layer long short-term memory recurrent
network with 32 hidden states, and γ, β are feedforward
networks with 3 hidden layers with 32 nodes in each layer.
The training is done by minimising the mean squared error
loss

1

N

N∑
n=1

1

K

K∑
k=1

∥ξnk − φ̂(tnk , x
n, un)∥2 (24)
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using the Adam gradient descent algorithm. Due to space
constraints we refer the reader to [22] for more details on
the training procedure.

In Figure 1 the real state and predicted state trajectories
for an input u and initial condition not in the training data
set are plotted. The region shaded in grey indicates the times
at which the applied input induces the excitable behaviour of
the FitzHugh-Nagumo model [27], which is captured by the
learned flow model.

IX. CONCLUSIONS

We have shown that the RNN-based architecture described
in this paper is a universal approximator of flow functions of
dynamical systems with control inputs. The required assump-
tions were shown to hold in the important case of flows of
control systems described by ODEs. The parameterisation of
control inputs, from which the discrete structure of the flow
emerges, plays a critical role in the architecture. In effect, our
method reflects the fact that continuous-time systems are most
common in practice, while the control signals typically arise
from discrete-time computation.

A number of avenues for expanding our results are in
sight. We have used one particular way of approximating the
discrete-time system representing the flow function, namely
RNNs. Other sequence models could be applied instead to
create variations on our architecture. An interesting direction
would be to impose stability conditions on the flow which
enables the approximation to hold for unbounded times, as
is done in [8] for continuous-time RNNs. Estimates on the
number of parameters needed to achieve a given approximation
quality would also be of interest. Finally, when training learn-
ing models in practice the mean squared loss (24) computed
on a finite number of trajectory samples is minimised, which
motivates an analysis of the sample complexity of learning the
flow function.
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