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Abstract— We introduce the problem of model-extraction
attacks in cyber-physical systems in which an attacker attempts
to estimate (or extract) the feedback controller of the system.
Extracting (or estimating) the controller provides an unmatched
edge to attackers since it allows them to predict the future
control actions of the system and plan their attack accordingly.
Hence, it is important to understand the ability of the attackers
to perform such an attack. In this paper, we focus on the setting
when a Deep Neural Network (DNN) controller is trained using
Reinforcement Learning (RL) algorithms and is used to control
a stochastic system. We play the role of the attacker that aims
to estimate such an unknown DNN controller, and we propose
a two-phase algorithm. In the first phase, also called the offline
phase, the attacker uses side-channel information about the RL-
reward function and the system dynamics to identify a set of
candidate estimates of the unknown DNN. In the second phase,
also called the online phase, the attacker observes the behavior
of the unknown DNN and uses these observations to shortlist
the set of final policy estimates. We provide theoretical analysis
of the error between the unknown DNN and the estimated one.
We also provide numerical results showing the effectiveness of
the proposed algorithm.

I. INTRODUCTION

Cyber-Physical Systems (CPS) control the vast major-
ity of today’s critical infrastructure, and these CPSs are
vulnerable to attacks that range from denial-of-service [1],
replay attacks [2], man-in-the-middle attacks [3], and false
data injection attacks [4]. Given the safety-criticality nature
of CPSs, it is unsurprising to see the current interest in
developing control-theoretic techniques to protect feedback
controllers in these systems against such attacks [5]–[7].

Motivated by these vulnerabilities, in this paper, we in-
troduce the model extraction attacks on CPSs. In machine
learning literature, model extraction attacks refer to algo-
rithms that aim to extract (or estimate) the parameters of
complex Deep Neural Network (DNN) models by observ-
ing input-output data collected from these DNNs. These
attacks have been widely studied in the supervised learning
setup [8], [9]. In the CPS context, DNNs are widely used
as feedback controllers thanks to the recent success of using
Deep Reinforcement Learning (DRL) to train such complex
feedback controllers. In the DRL setting, gradient-descent-
based algorithms aim to train a DNN that maximizes a given
reward function. In this spirit, we study model extraction
attacks on feedback control systems, which can play a
significant role in understanding the vulnerabilities of CPSs.
First, while the control algorithms are sophisticated and
proprietary in some cases, the more common case is that
the algorithm parameters constitute intellectual property as
they are based on careful modeling, analysis, training, and
validation processes at the often considerable expense of time
and resources. Hence, extracting such controllers provides a
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significant loss in learning intellectual properties. Second,
extracted feedback controllers can be reverse-engineered to
identify weaknesses in CPSs, predict their future behavior,
and launch complex attacks.

In this paper, we play the role of an attacker whose goal
is to estimate (or extract) an unknown DNN controller using
input-output observations collected from the DNN along
with side-channel information about the reward function
used to train the DNN. Several technical challenges arise
in this setup. First, the attacker cannot control the quality
and quantity of the input-output data collected from the
unknown DNN. In scenarios where the amount of input-
output observation is relatively small, or these observations
do not cover the entire space of input-outputs, it is hard to
construct function estimators that provide small bounded er-
ror guarantees away from the provided input-output samples.
Second, the reward function provides limited knowledge
about the unknown DNN. This stems from the fact that
DRL algorithms aim to solve non-convex problems (due to
the nonlinearity of the DNNs). Hence, the exact parameters
of the DNN depend on a set of unknown parameters like
the exact optimization algorithm used, the initial DNN pa-
rameters, the learning rates, the stopping criteria, and other
hyperparameters.

To that end, we propose a two-phase algorithm. In the
first phase, the attacker analyzes the reward function to
obtain a set of candidate function estimators. These candidate
estimators correspond to the reward function’s possible local
and global maxima. We propose novel techniques based on
multi-kernel learners to approximate the landscape of local
and global maxima and use non-convex constraint solvers to
estimate these critical points with bounded error. Note that
such analysis of the landscape of critical points can be carried
over without access to input-output observations from the
unknown DNN. Hence, we refer to this phase as the offline
phase. In the second phase, also called the online phase,
the attacker uses the input-output observations to shortlist
the number of candidate function estimators. We provide
theoretical guarantees on the estimation error between the
unknown DNN and the estimated one for both around the
observed input-output data and away from this data. We also
show numerical examples to illustrate the efficiency of the
proposed algorithm.

II. PROBLEM STATEMENT

A. Notations

Let R and N denote the set of real numbers and natural
numbers, respectively. We use

∧
and

∨
to represent the

logical AND and logical OR operators, respectively. For a
vector x ∈ R

n, we use ‖x‖2 to denote the Euclidean norm of
x and xi to denote the ith element of x. Given the two vectors
x ∈ R

nx and y ∈ R
ny , we use (x, y) to denote the vector

[xT yT ]T ∈ R
nx+ny . Finally, we denote by |Γ| the cardinality
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of a set Γ and by Br(c) the two-norm ball centered at c with
radius r, i.e., Br(c) = {x ∈ R

n| ‖x− c‖2 ≤ r}.

B. System Dynamics

We consider non-linear, stochastic, discrete-time dynamic
systems of the form:

P(s(k+1) | s(k), a(k)) = fd(s
(k), a(k)), (1)

where s(k) ∈ S ⊂ R
q is the state of the system at time k ∈ N,

S is the state space which is assumed to be compact, and
a(k) ∈ A ⊂ R

m is the action at time k ∈ N. We assume the
dynamical system is controlled by a deep neural network-
based policy πθ∗ : S −→ A which is a memory-less, state-
feedback, non-linear controller. An F -layer NN is specified
by composing F layer functions (or just layers). A layer ω
with iω inputs and oω outputs is specified by a weight matrix
Wω ∈ R

oω×iω and a bias vector bω ∈ R
oω as follows:

Lθω : z 7→ φ(Wωz + bω), (2)

where φ is a nonlinear function, z is the input to the NN, and

θω , (Wω, bω) for brevity. Thus, an F -layer ReLU NN is
specified by F layer functions {Lθω : ω = 1, . . . , F} whose
input and output dimensions are composable: that is, they
satisfy iω = oω−1, ω = 2, . . . , F . Specifically:

πθ(s) = (LθF ◦ LθF−1 ◦ · · · ◦ Lθ1)(s), (3)

where we index a ReLU NN function with a list of param-

eters θ , (θ1, . . . , θF ).
We assume a reinforcement learning algorithm was used

to train the policy and obtain the optimal parameters θ∗ that
maximizes the discounted, average reward, i.e.:

θ∗ = argmax
θ∈Θ

J(θ) = argmax
θ∈Θ

E

H∑

k=0

γkr
(
s(k), πθ(s

(k))
)

︸ ︷︷ ︸
J(θ)

,

(4)

where Θ ⊂ R
o1×(i1+1) × . . . × R

oF×(iF+1) ⊆ R
l is a

compact set with l = (o1 × (i1 + 1))+ . . .+(oF × (iF + 1))
is the total number of parameters in the neural network, the
expectation E is taken over the trajectories of the dynamical
system (1), r : S × A → R is the reward function, and
γ ∈ [0, 1) is the discounting factor.

C. Threat Model and Problem Definition

We assume the role of an attacker who is interested in
constructing an estimate θ̂ ∈ Θ of the NN policy parameters
θ∗ such that:

max
s∈S

‖π
θ̂
(s)− πθ∗(s)‖2 ≤ ψ, (5)

for any attacker-selected accuracy ψ ∈ R with ψ > 0.
We assume the attacker can observe the input-output

behavior of the unknown policy πθ∗ , i.e., D ={
(s(k), πθ∗(s

(k))
}

for time step k = 0, . . . , N . We em-
phasize that we place no requirements on the quantity and
coverage of the observations D. That is important from the
attacker’s point-of-view since the attacker can not observe the
system’s behavior in all states. Nevertheless, the attacker’s
objective in (5) insists on achieving a uniform, attacker-
selected error bound across the entire state space. It is direct

to show that the requirement in (5) can not be achieved
using the observations D, which necessitates the need for
additional information. In particular, we assume the attacker
has access to a noisy version of the objective function J
called J where:

max
θ

‖J(θ)− J(θ)‖ = max
θ

‖m(θ)‖ ≤ m, (6)

where m is assumed to be a known upper bound. Such an
unknown error function m(θ) captures the attacker’s imper-
fect information about the system dynamics fd, the reward
function r, the initial conditions and the approximation of the
expectation E that were used during the training of the policy
πθ∗ . Hence, whenever the attacker tries to evaluate J(θ),
the attacker will observe an incorrect value of J instead, as
captured by the unknown error function m(θ).

III. OFFLINE PHASE: APPROXIMATING THE LANDSCAPE

OF CRITICAL POINTS

To find an estimate π
θ̂

that satisfies (5), we propose a
two-phase algorithm. In the first phase, the attacker uses
the imperfect information about J(θ) to compute several
candidate estimates, namely π

θ̂1
, π
θ̂2
, . . . without the use of

any data collected from the unknown policy. To that end, we
first recall that the unknown policy πθ∗ is the solution to the
non-convex optimization problem defined in (4). Gradient-
descent-based reinforcement learning algorithms terminate
when they reach one global or local maxima. Since the non-
convex problem in (4) may have several local/global maxima,
our objective is to enumerate all these critical points and thus
obtain one candidate estimate π

θ̂
for each of the identified

local/global maxima.

Formally, we define g as the derivative of the objective
function J with respect to the neural network parameters θ,
i.e.:

g(θ) =
d

dθ
J(θ). (7)

Indeed, critical points where g(θ) = 0 are the candidate
values for the unknown θ∗. Nevertheless, the attacker has
only access to an imperfect version of J and hence we define:

g(θ) =
d

dθ
J(θ) =

d

dθ
(J(θ) +m(θ)). (8)

Our objective is to construct an approximate for g using
the information of g and isolate candidates for the critical
points of g. In particular, we will approximate g using multi-
kernel regression algorithms. Multi-kernel-based estimators
provide closed-form expressions that can be exploited for our
analysis. To that end, we proceed as below.

A. Step 1: Use multi-kernel regression to estimate g(θ):

Using a grid of size η, we uniformly sample from the

space of parameters Θ and we denote by θ̃(1), . . . , θ̃(M), the
sampled neural network parameters. For each sample, the

attacker aims to evaluate J(θ̃(i)) using the imperfect knowl-
edge of the dynamics and the reward function and obtains

J(θ̃(i)) which can be used to approximate the derivative g
by using the information of g. Specifically g = (g1, . . . , gl)
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will be approximated by g̃j as:

g̃j(θ̃) =
J(θ̃ + cj)− J(θ̃)

c

=
J(θ̃ + cj) +m(θ̃ + cj)− J(θ̃)−m(θ̃)

c
, (9)

where j ∈ {1, ..., l} and cj ∈ R
l is defined as a vector of all

zeros except for the j-th element, which is equal to c. The

collected samples {(θ̃(i), g̃j(θ̃
(i)))}Mi=1 are used to learn a set

of Multi-Kernel Learner (MKL)-based function estimators
ĝj(θ) of the form:

ĝj(θ) = αTj k(θ) j ∈ {1, ..., l}, (10)

where k(θ) =
(
κ(θ, θ̃(1)), . . . , κ(θ, θ̃(M))

)
is the kernel

vector1 with κ(θ, θ̃) : R
l × R

l → R is a symmetric pos-
itive semidefinite basis (so-termed kernel) function, which
measures the similarity between θ and θ̃. With some abuse
of notation, the vector αj ∈ R

M is the solution to the
optimization problem:

αj = argmin
αj∈RM

M∑

i=1

‖ĝj(θ̃
(i))− g̃j(θ̃

(i))‖2 j ∈ {1, ..., l}.

(11)

Solving (11) has been widely studied in the literature; see
for example [10]. We can bound the error between g and its
estimate ĝ as follows.

Proposition III.1. Under the following assumptions:

1) ∃R ∈ R such that ‖r(s, a)‖2 ≤ R ∀(s, a) ∈ S×A,
2) ∃G ∈ R such that ‖ ∂

∂θ
πθ(s)‖2 ≤ G ∀s ∈ S,

3) ∃L ∈ R such that ‖ ∂2

∂θ2
πθ(s)‖2 ≤ L ∀s ∈ S,

then the component-wise maximum estimation error is
bounded as:

max
θ∈Θ

‖gj(θ)− ĝj(θ)‖2 ≤ cLgj +
2m

c
+ ζj + η(Lĝj + Lg̃j )

︸ ︷︷ ︸
ej

,

(12)

where j ∈ {1, . . . , l}, and Lgj , Lĝj and Lg̃j are the
Lipschitz constants of gj , ĝj and g̃j respectively, while ζj
is the maximum sample error at the jth component, defined

as ζj = maxi∈{1,...,M} ‖ĝj(θ̃
(i))− g̃j(θ̃

(i))‖2.

Under the assumptions in Proposition III.1, the Lipschitz
constant Lg (and hence the Lipschitz constant Lgj of the
component-wise function gj) can be bounded as Lg ≤
H2G2R2+L2R2

1−γ4 . The Lipschitz constant Lĝ can be directly

computed from the knowledge of the Lipschitz constants of
the individual kernel function κ and the vectors α1, . . . , αl.
Finally, the Lipschitz constant Lg̃j can be computed from

the samples {(θ̃(i), g̃j(θ̃
(i))}Mi=1 that were used to define the

function g̃j using methods from optimization theory [11],
[12] since we have samples of the function, not the analytical
form of the function.

Remark 1. The assumptions in Proposition III.1 are stan-
dard assumptions in the reinforcement learning literature,
see for example [13], [14], and the references within.

1In practice, we use feature-based MKL which ensures that the dimension
of the kernel vector k does not increase with the number of samples,
see [10].

B. Step 2: Solve a sequence of feasibility problems to identify
critical points:

The next step is to use the estimated function ĝ (and the
error margin ej in Proposition III.1) to identify candidate

neural network parameters θ̂(1), θ̂(2), . . . that are guaranteed
to be close enough to the critical points of J . To that end,
we solve the following feasibility problem:

∃θ̂(i) ∈ Θ.
−e ≤ ĝ(θ̂(i)) ≤ e

∧


i−1∨

j=2

‖θ̂(i) − θ̂(j)‖ ≥ b




 ,

(13)

while adding the solutions obtained from the previous iter-

ations θ̂(0), θ̂(i−1) to the ith iteration of solving (13) until

no more solutions can be found. The −e ≤ ĝ(θ̂(i)) ≤ e
constraint in (13) ensures that the identified θ̂(i) is close to
the local/global maxima of J . In this constraint, the vector
e ∈ R

l is defined as e = (e1, . . . , ej , . . . , el) where ej is
the right-hand side of (12). The second set of constraints

Algorithm 1 Offline Phase

Input: Objective function J , Dynamics fd, Kernel vector
k(θ), Neural network architecture/parameters bound Θ, and
attacker-threshold ψ.
Output: Candidate policy estimates
{π

θ̂(1)
, . . . , π

θ̂(o)
}

1: Set b ≤ ψ
G

2: Sample uniformly from the policy parameter space Θ
along a grid of size η to obtain θ̃(1), . . . , θ̃(M)

3: for j ∈ {1, ..., l} do

4: for θ̃ ∈ {θ̃(1), . . . , θ̃(M)} do

5: Evaluate J to obtain:

g̃j(θ̃) =
J(θ̃ + cj)− J(θ̃)

c

6: end for
7: Use the samples {(θ̃(i), g̃j(θ̃

(i))}Mi=1 to train a multi-
kernel learner and construct the function estimator ĝj
as:

ĝj(θ) = αTj k(θ)

8: end for
9: Set Finished:= FALSE and i := 0

10: while Finished = FALSE do
11: i := i+ 1
12: Use SMT solver to find a feasible solution of:

∃θ̂(i) ∈ Θ.
−e ≤ ĝ(θ̂(i)) ≤ e

∧


i−1∨

j=2

‖θ̂(i) − θ̂(j)‖ ≥ b






13: end while
14: Set o := number of solutions found by the SMT solver
15: return Candidate policy estimates {π

θ̂(1)
, . . . , π

θ̂(o)
}

815



∨i−1
j=2 ‖θ̂

(i) − θ̂(j)‖ ≥ b ensures that the distance between

θ̂(i), at iteration i, and those found in the previous iterations

θ̂(1), θ̂(2), . . . , θ̂(i−1) is larger than a user-defined parameter
b ∈ R with b > 0.

For each iteration, i = 1, 2, . . ., the feasibility problem
in (13) can be efficiently solved using Satisfiability Modulo
Theory (SMT) solvers. SMT solvers are capable of solving
feasibility problems that can be encoded as first-order logic
formulas over the real numbers and has been widely used to
solve numerous problems in computer science and control
theory literature [15]–[18]. Examples are dReal which can
handle analytic functions [19], PolyAR and PolyARBerNN
which are optimized to handle polynomial functions [20]
[21], and Z3 which is a generic SMT solver [22]. The next
result captures the correctness of this iterative procedure.

Proposition III.2. Consider the set of neural network pa-

rameters {θ̂(1), . . . , θ̂(o)} computed by iteratively solving the
feasibility problem (13) for h = 1, . . . , o until no more
solutions can be found, where b > 0 is any user-defined
threshold. Under the assumptions in Proposition III.1, the
following holds:

∃θ̂(i
∗) ∈ {θ̂(1), . . . , θ̂(o)} such that ‖θ∗ − θ̂(i

∗)‖2 ≤ b.
(14)

Algorithm 1 summarizes the steps in the offline phase, and
the following Theorem represents the correctness guarantees
of the candidate policies obtained from the offline phase.

Theorem III.3. Consider an unknown neural network con-
troller πθ∗ with θ∗ defined as in (4). For any attacker-

specified threshold ψ > 0, and parameter b ≤ ψ
G

:

∃π
θ̂i

∗ ∈ {π
θ̂(1)

, . . . , π
θ̂(o)

} s.t.

max
s∈S

‖πθ∗(s)− π
θ̂(i

∗)(s)‖2 ≤ ψ, (15)

where {π
θ̂(1)

, . . . , π
θ̂(o)

} is the set of polices computed by
Algorithm 1.

In other words, Theorem III.3 ensures that one of the
policies computed by Algorithm 1 is guaranteed to satisfy
the attacker-provided threshold. Nevertheless, Algorithm 1
is not guaranteed to identify which computed policies are
the closest to the unknown policy. This motivates the online
phase of our algorithm, discussed in the next section.

IV. ONLINE PHASE: POLICY ESTIMATE SELECTION

In this phase, we shortlist the set of final policy estimates
πStr from all the candidate policies of the offline phase
{π

θ̂(1)
, . . . , π

θ̂(o)
}. This is done by comparing the outputs of

the policies with those observed from the unknown policy.
The selection is done based on the user-specified threshold ψ
in Theorem III.3. That is, once a new pair (s(k), πθ∗(s

(k)))
is observed at time k, we evaluate all the candidate policies
to obtain π

θ̂(i)
(s(k)), for i ∈ {1, . . . , r}. Next, we compare

these outputs to the observed πθ∗(s
(k)) and only leave

those policies that produce actions within the ψ threshold.
Algorithm 2 summarizes the steps in the online phase. It is
direct to show that Theorem 3 still holds for the shortlisted
policies πStr as captured by the Corollary IV.1.

Algorithm 2 Online Phase

Input: Set of the shortlisted candidate policy estimates πStr,
set of the discarded policy estimates πDis, and attacker-
threshold ψ.
Before the first run of the algorithm, these two sets are
initialized to πStr = {π

θ̂(1)
, . . . , π

θ̂(o)
} and πDis = φ.

Output: An updated set of shortlisted policy estimate(s)
πStr and an updated set of discarded policy estimates
πDis

1: Obtain the samples (s(k), πθ∗(s
(k))) as they become

available.
2: for π

θ̂
∈ πStr do

3: Evaluate the neural network π
θ̂

to get the estimated

control action π
θ̂
(s(k))

4: if ‖π
θ̂
(s(k))− πθ∗(s

(k))‖2 > ψ: then

4: πDis = πDis

⋃
{π

θ̂
(s(k))}

4: πStr = πStr/{πθ̂(s
(k))}

5: end if
6: end for
7: q = |πStr| is number of policies satisfying the threshold
8: return πStr and πDis

Corollary IV.1. Consider an unknown neural network con-
troller πθ∗ with θ∗ defined as in (4). For any attacker-
specified threshold ψ > 0:

∃π
θ̂i

∗ ∈ πStr s.t. max
s∈S

‖πθ∗(s)− π
θ̂(i

∗)(s)‖2 ≤ ψ, (16)

where πStr is the set of policies computed by Algorithm 2.

We note that the reduction in the number of shortlisted
policies (compared to those produced in the offline phase)
depends on the quality and quantity of the collected data.
Nevertheless, as we discuss in the next section, even very few
samples can be enough to reduce the number of shortlisted
policies to a small number.

V. NUMERICAL EXPERIMENTATION

A. Environment Setup 1

We use the widely used platform, OpenAI Gym utilizing
Box2D Physics engine. It is a toolkit for reinforcement
learning research [23], which provides various dynamical
systems and control tasks, amongst others, for testing. The
exact dynamics are unknown to the attacker.

We use the classic inverted pendulum task as an example,
shown in Figure 1, with the default parameters of the
physical environment in the OpenAI Gym, which results in
the following state space dynamics:

d

dt



x
y

β̇


 =



0 −1 0
1 0 0
0 3gr

2l 0





x
y

β̇


+




0
0
3
ml2


u, (17)

where the state vector (x, y, β̇) represents the position and
the angular velocity of the pendulum, m is the mass and
l is the length of the pendulum, gr is the acceleration of
gravity, and t is the time step. We used the following reward
function:

r = −(β2 + 0.1β̇2 + 0.001u2), (18)

to train a neural network controller using actor-critic PPO
with F = 3 and l = 11. Indeed, the learned θ∗ is unknown
to the attacker.
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Fig. 1: Inverted Pendulum

B. Numerical Results 1

We first run our offline phase and collect all the candidate
policy estimates {π

θ̂(1)
, . . . , π

θ̂(r)
}. We use c = 0.05 and

ψ = 0.04. We estimated the parameters G, Lg , Lĝ and Lg̃
from data. Using these parameters, we set b = 0.02, and
by running Algorithm 1, we obtained o = 2047 candidate
policies. Figure 2 shows the histogram of the error ‖θ∗ −
θ̂(i)‖2 across all identified candidate policies. As can be
observed, 5 candidate NN parameters are within the bound
b promised by Proposition III.2.

Fig. 2: Histogram of the error ‖θ∗−θ̂(i)‖2 across all identified
candidate policies by Algorithm 1.

Next, we ran Algorithm 2 to get the final set of candidate
policy estimates πStr. To illustrate the power of Algorithm 2
in terms of its ability to shortlist the candidate policies, we
ran Algorithm 2 for 25 times from different initial conditions
of the system. We observed N = 150 samples from the
unknown RL agent in all runs. In all runs of Algorithm 2, it
could eliminate 99% of candidate policies. More specifically,
the number of shortlisted policies q = |πStr| varied between
1 and 13, averaging 4.24 across the 25 runs. Figure 3 shows
the results of one of these runs which resulted in πStr =
{π

θ̂(584)
, π
θ̂(944)

}. In particular, Figure 3 shows the error

‖π
θ̂(i)

(s(k)) − πθ∗(s
(k))‖2 across the trajectory of collected

observations for both π
θ̂(584)

and π
θ̂(944)

. As can be observed
from the figure, both candidates maintain an error that is
below the user-provided threshold of ψ = 0.04.
In Figure 4, we randomly sample across the entire state
space and plot the error for the two shortlisted candidate
policies πStr. As promised by Corollary IV.1, at least one
of the identified policies has a maximum error of less than
ψ = 0.04. More specifically the maximum error for π

θ̂(584)
=

0.037.

C. Environment Setup 2

Next, we used the OpenAI Gym mountain car example
where the car is placed stochastically at the bottom of a
sinusoidal valley, with the possible actions being acceleration

Fig. 3: Error ‖π
θ̂
(s(k))−πθ∗(s

(k))‖2 of all candidate policies
π
θ̂
∈ πStr, where ψ = 0.04, o = 2047, q = 2, and πStr =

{π
θ̂584

, π
θ̂944

}, generated by Algorithm 2.

Fig. 4: Error ‖π
θ̂
(s)−πθ∗(s)‖2 , over uniform samples across

the state space of π
θ̂
∈ πStr generated by Algorithm 2.

in either direction. The goal is to reach the goal state on top
of the right hill, shown in Figure 5. The walls at both the
ends are inelastic. The system dynamics follow the following
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nonlinear dynamics:

d

dt

[
p
v

]
=

[
v

0.001u− 0.0025 cos(3p)− 0.0025v2 sin(3p)

]
.

(19)
The reward function used for training is:

r = −0.1u2 for each t not reached goal

r = +100 reached the goal (20)

We used actor-critic PPO to train a neural network controller
with 3 layers and 13 neurons/layer. Indeed the learned θ∗ is
unknown to the attacker.

This setup involves non-linear dynamics with multiple
local optima, making it difficult to find a globally optimal
policy to solve the problem. This setup is known to suffer
from several local minima, and the reward function is sparse
and delayed, providing limited feedback to the agent during
the learning process.

Fig. 5: Mountain Car

D. Numerical Results 2

We first run our offline phase and collect all the candidate
policy estimates {π

θ̂(1)
, . . . , π

θ̂(r)
}. We use c = 0.05 and

we set ψ = 0.55. We estimated the parameters G, Lg ,
Lĝ and Lg̃ from data. Using these parameters, we set b =
0.37 and by running Algorithm 1, we obtained o = 9136
candidate policies. Figure 6 shows the histogram of the error

‖θ∗ − θ̂(i)‖2 across all identified candidate policies. As can
be observed, there exist 7 candidate NN parameters that are
within the bound b promised by Proposition III.2.

Next, we ran Algorithm 2 to get the final set of candidate
policy estimates πStr. We ran Algorithm 2 for 25 times from
different initial conditions of the system. We observed N =
150 samples from the unknown RL agent in all runs. In
all runs of Algorithm 2, it could eliminate most candidate
policies. More specifically, the number of shortlisted policies
q = |πStr| varied between 2 and 23, averaging 6.13 across
the 25 runs.

Figure 7 shows the results of one of these runs, which
resulted in πStr = {π

θ̂6250
, π
θ̂6252

, π
θ̂3599

}. In particular,

Figure 7 shows the error ‖π
θ̂(i)

(s(k)) − πθ∗(s
(k))‖2 across

the trajectory of collected observations for all shortlisted
policies. As can be observed from the figure, all candidates
maintain an error that is below the threshold of ψ = 0.55. In
Figure 8, we randomly sample across the entire state space
and plot the error for the shortlisted candidate policies πStr.
As promised by Corollary IV.1, at least one of the identified

Fig. 6: Histogram of the error ‖θ∗−θ̂(i)‖2 across all identified
candidate policies by Algorithm 1.

policies has a maximum error of less than ψ = 0.55. More
specifically the maximum error for π

θ̂(6250)
= 0.463.

Figures 7 and 8 highlight our assumption on the attacker’s
capabilities in Section II.C and, in particular, that we place
no requirements on the quantity and coverage of the obser-
vations D. As seen in Figure 7, policy π

θ̂3599
was shortlisted

because it met the attacker threshold ψ across this trajectory.
Nevertheless, the policy π

θ̂3599
does not, in general, satisfy

the threshold ψ as shown in Figure 8.

Fig. 7: Error ‖π
θ̂
(s(k))−πθ∗(s

(k))‖2 of all candidate policies
π
θ̂
∈ πStr, where ψ = 0.55, r = 9136, q = 3, and πStr =

{π
θ̂6250

, π
θ̂6252

, π
θ̂3599

}, generated by Algorithm 2.

VI. CONCLUSION

In this paper, we introduced the model extraction attacks
on reinforcement-learning-based neural network controllers.
The attacker’s objective is to estimate an unknown neural
network controller to predict its future control outputs. We
proposed a two-phase algorithm. In the first phase, we pro-
duce a set of candidate estimates of the unknown controller
using the side-channel information about the optimization
problem originally used to design that controller. We then
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Fig. 8: Error ‖π
θ̂
(s)− πθ∗(s)‖2 , over uniform samples across the state space of π

θ̂
∈ πStr generated by Algorithm 2. The

global candidate policies {π
θ̂6250

, π
θ̂6252

} are always well below the user threshold ψ = 0.55.

use a limited set of the observed state/control action pairs
in the online phase to shortlist the estimates from the offline
phase. We provided a theoretical analysis that establishes the
correctness of our algorithms. Our numerical experiments on
two different sets of tasks show that only a limited amount
of observations is needed to produce estimates that are close
enough to the unknown controller.
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APPENDIX

A. Proof of Proposition III.1

Proof. In order to bound the error maxθ∈Θ ‖gj(θ)−ĝj(θ)‖2,
we split it into the two parts below:

max
θ∈Θ

‖gj(θ)− ĝj(θ)‖2 ≤ max
θ∈Θ

‖gj(θ)− g̃j(θ)‖2

+max
θ∈Θ

‖ĝj(θ)− g̃j(θ)‖2 (21)

To bound the first term on the RHS of (21), we follow the
same argument used in proving the error bound for sampled
derivatives of real-valued functions in [24] as follows:
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max
θ∈Θ

‖gj(θ)− g̃j(θ)‖2

(a)
= max

θ∈Θ
‖gj(θ)−

J(θ + cj)− J(θ)

c

+
m(θ̃)−m(θ̃ + cj)

c
‖2

(b)

≤ max
θ∈Θ

‖gj(θ)−
J(θ + cj)− J(θ)

c
‖

+max
θ∈Θ

‖
m(θ̃)−m(θ̃ + cj)

c
‖

(c)

≤ max
θ∈Θ

‖gj(θ)−
J(θ + cj)− J(θ)

c
‖+

2m

c
(d)
= max

θ∈Θ
‖gj(θ)−

1

c
(gj(θ)c+

1

2
g′j(Λ)c

2‖2 +
2m

c

= ‖
1

2
g′j(Λ)c‖2 +

2m

c

≤
1

2
max

‖Λ‖∈[‖θ‖,‖θ+cj‖]
‖gj

′(Λ)‖2c+
2m

c
(e)

≤ cLgj +
2m

c
(22)

where g′j is the derivative of gj and Λ ∈ R
l where ‖Λ‖ ∈

[‖θ‖, ‖θ + cj‖]. Equation (a) follows from the definition of
g̃j(θ) in equation (9). Inequality (b) uses triangular inequal-
ity, and equation (c) uses the bound on m(θ) as defined
in (6). Equation (d) follows from assumptions 2 and 3 in
the proposition, which ensures that the function J is twice
differentiable and hence once can apply the Taylor series
expansion and the Mean-Value Theorem, which ensures the
existence of a Λ such that ‖Λ‖ ∈ [‖θ‖, ‖θ + cj‖] for which
equality holds. The inequality in (e) follows from assump-
tions 1-3 in the proposition, which ensure that g is Lipschitz

continuous [13, Lemma 4.1] with Lg ≤
H2G2R2+L2R2

1−γ4 .

Next, we bound the second term on the RHS of (21):

max
θ∈Θ

‖ĝj(θ)− g̃j(θ)‖2
(f)

≤

max
θ∈{θ̃(1),...,θ̃(M)}

‖ĝj(θ)− g̃j(θ)‖2

+ max
θ∈Θ\{θ̃(1),...,θ̃(M)}

‖ĝj(θ)− g̃j(θ)‖2

(g)
= ζj + max

θ∈Θ\{θ̃(1),...,θ̃(M)}
‖ĝj(θ)− g̃j(θ)‖2

(h)

≤ ζj + ηLξj (23)

where (f) follows from splitting the error into two parts, one

at the training samples θ̃(1), . . . , θ̃(M) and another one that
represents the error between the training samples. Equation
(g) follows from the definition of ζj as the maximum
sample error. Assuming the function ξj(θ) = ĝj(θ) − g̃j(θ)
is Lipschitz continuous with a Lipschitz constant Lξj , the
maximum error between any two samples is bounded by

ηLξj where η is the grid size used to sample θ̃(1), . . . , θ̃(M)

and hence inequality (h) holds.
What is remaining is to show that the function ξj is

Lipschitz continuous. Nevertheless, it follows from the def-
inition of ξj that it is the summation of two functions ĝj

and g̃j . The first function ĝj is the linear combination of
kernel functions that are Lipschitz continuous and hence ĝj is
Lipschitz continuous with a constant Lĝj . Similarly, g̃j is the
sample approximation of the continuous function g (thanks
to the assumptions 1-3) and hence Lipschitz continuous with
a constant Lg̃j .

Thus, the Lipschitz constant Lξj of ξj is equal to (Lĝj +
Lg̃j ). Substituting in equation (23), we conclude that:

max
θ∈Θ

‖ĝj(θ)− g̃j(θ)‖2 ≤ ζj + η(Lĝj + Lg̃j ) (24)

The overall component-wise bound is then found by
substituting equations (22) and (24) in equation (21) as:

max
θ∈Θ

‖gj(θ)− ĝj(θ)‖2 ≤ cLgj +
2m

c
+ ζj + η(Lĝj + Lg̃j )

︸ ︷︷ ︸
ej

(25)

B. Proof of Proposition III.2

Proof. We start by defining the sets below:

Sθ∗ = {θ | gj(θ) = 0, j ∈ {1, . . . , l}} (26)

S
θ̂
= {θ | − ej ≤ ĝj(θ) ≤ ej , j ∈ {1, . . . , l}} (27)

SB
θ̂
= Bb(θ̂

(1)) ∪ Bb(θ̂
(2)) ∪ ... ∪ Bb(θ̂

(o)) (28)

Indeed, it is direct to show that equation (14) is equivalent
to showing that θ∗ ∈ SB

θ̂
. To show the correctness of this

statement, we aim to prove the following sequence of set
inclusion:

θ∗
(a)
∈ Sθ∗

(b)

⊆ S
θ̂

(c)

⊆ SB
θ̂

(29)

The set membership (a) follows from the definition of Sθ∗
along with the fact that θ∗ is a critical point of J (recall
equation (4)) and hence g(θ∗) = d

dθ
J(θ)|θ=θ∗ is equal to

zero. The set inclusion (b) can be shown as follows. First,
we note that the following holds for any θ ∈ Sθ∗ :

‖gj(θ)− ĝj(θ)‖2
(e)
= ‖ĝj(x)‖2

(f)
= |ĝj(x)|

(g)

≤ ej (30)

where (e) follows from the definition of Sθ∗ which ensures
that gj(θ) = 0, (f) follows from the fact that ĝj(x) is a

scalar and hence ‖ĝj(x)‖2 =
√

(‖ĝj(x)‖2)2 = |ĝj(x)|, and
(g) follows from (25). Hence we conclude that each θ ∈ Sθ∗
satisfies the conditions of S

θ̂
which proves (b) above. Finally,

the set membership in (c) follows from equation (13), which
concludes the proof.

C. Proof of Theorem III.3

Proof. It follows from the assumptions in Proposition III.1
that π is a Lipschitz continuous function with a Lipschitz
constant G and hence the following holds for any s ∈ S:

‖πθ∗(s)− π
θ̂(i

∗)(s)‖2
(a)

≤ G‖θ∗ − θ̂(i
∗)‖2

(b)

≤ Gb

= ψ

where (a) is implied by assumption (2) in Proposition III.1
and (b) follows from Proposition III.2.
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