2023 62nd IEEE Conference on Decision and Control (CDC)
December 13-15, 2023. Marina Bay Sands, Singapore

Observer Design for Autonomous Systems under Sensor Attacks
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Abstract— As autonomous systems become more widespread,
they are increasingly vulnerable to sensor attacks. In this
paper, we propose a novel observer designed to estimate the
magnitude of sensor attacks on autonomous systems. Our
proposed observer is a discrete-time observer that can be used
for joint estimation of both state and parameters. The key
idea behind our proposed observer is to filter the measurement
and augment the measurement equation into the state space
model. Our proposed observer has several advantages over
existing methods. First, the filtering of the measurement and
augmentation of the measurement equation enable the observer
to account for the impact of sensor attacks on both the state and
the parameters of the system. Second, the joint estimation of
state and parameters enables the observer to adapt to changing
conditions and maintain accurate estimates over time. We
demonstrate the effectiveness of our proposed observer through
numerical simulations. Our results show that the observer
is capable of accurately estimating the magnitude of sensor
attacks on autonomous systems.

I. INTRODUCTION

Sensor attacks on autonomous systems are a critical is-
sue because they can have severe consequences, including
safety risks, economic damage, and loss of privacy [1].
Autonomous systems such as self-driving cars, drones, and
industrial robots rely heavily on sensors to perceive and
interact with their environment. Therefore, if the sensors
are compromised, the autonomous system may receive false
or misleading information, which can lead to disastrous
consequences. For example, if a self-driving car’s LiDAR
sensor is attacked and the sensor output is manipulated to
misrepresent the distance and location of objects in the car’s
path, the car could potentially collide with other vehicles or
pedestrians [2]. Similarly, if a drone’s GPS signal is hacked,
the drone could fly off course and potentially cause damage
or injury.

In addition to safety risks, sensor attacks can also result
in economic damage. For instance, if an industrial robot’s
sensor is hacked, it may damage the products being man-
ufactured, leading to a loss of revenue for the company.
Moreover, sensor attacks can also compromise the privacy
of individuals, as they can be used to collect sensitive
information or track individuals without their knowledge
or consent. Thus, it is critical to ensure that autonomous
systems’ sensors are secure and resilient to attacks [3].
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This requires implementing robust security measures such as
encryption, authentication, and intrusion detection to prevent
malicious actors from exploiting vulnerabilities in the sen-
sors. It also requires ongoing monitoring and testing of the
sensors’ performance to identify any potential vulnerabilities.

A. Literature Review

Sensor attacks against autonomous systems can be exe-
cuted in various ways, depending on the type of attack and
the system’s specific vulnerabilities. The two most common
sensor attacks are spoofing and jamming [4]. Sensor spoofing
is a type of attack where an attacker deceives an autonomous
system by impersonating a legitimate signal from a sensor.
The attacker aims to manipulate the sensor’s output by cre-
ating false sensor data that the autonomous system interprets
as genuine. The attacker can use different methods to spoof
the sensor’s output, such as mimicking the sensor’s signal
by transmitting signals with the same frequency, modulation,
and timing characteristics as the legitimate signal, replaying
previously recorded signals, or creating entirely fake signals
[5]. Sensor jamming is another type of attack where an
attacker disrupts or blocks the signal between a sensor and an
autonomous system. The attacker aims to disrupt the sensor’s
communication with the system by creating interference in
the signal. The attacker can use various methods to jam
the sensor’s signal, such as transmitting noise in the same
frequency range as the sensor’s signal, which overwhelms
and disrupts the legitimate signal, or using a more focused
jamming technique, such as directional jamming, to target
specific sensors or portions of the signal [6]. To prevent
sensor spoofing and jamming, proper security measures such
as using encryption and spread spectrum techniques must
be implemented, which makes the signal harder to jam or
spoof. Additionally, deploying multiple sensors and redun-
dant communication channels can help mitigate the impact of
sensor attacks by providing backup sources of data for the
autonomous system. Other techniques, such as directional
antennas, frequency agility, and power control, can also be
used to detect and counteract spoofing and jamming.

In recent years, significant progress has been made in the
area of sensor attack diagnosis using secure state estimation
[7]. Secure state estimation is concerned with accurately
estimating the state of a system while ensuring that the
estimation process is not affected by malicious attacks [8].
This is particularly important for systems that rely on sensor
measurements, as inaccurate measurements due to sensor
attacks can lead to incorrect state estimates and potentially
catastrophic consequences. Traditional state estimation tech-
niques use sensor measurements to estimate the system’s
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state, which can then be used to control the system or
make decisions. However, if a sensor is compromised by an
attacker, the measurements it provides may be inaccurate [9],
[10]. Secure state estimation techniques aim to address this
issue by detecting and mitigating the effects of sensor attacks
on state estimation. One approach to secure state estimation
is to develop state observers that can diagnose sensor faults or
attacks by comparing the estimated state of the system with
its actual state. Observers can be used to identify whether a
sensor is malfunctioning or has been subjected to an attack
by analyzing discrepancies between the estimated and actual
system states. By using observers for sensor attack diagnosis,
it is possible to detect and mitigate the effects of sensor
attacks on state estimation, thereby ensuring the safety and
security of the system [11].

In [12], a method for achieving secure state estimation
using a Satisfiability Modulo Theory (SMT) approach is
presented. The authors demonstrate that the problem of state
estimation can be formulated as a satisfiability problem that
includes logic and pseudo-Boolean constraints on Boolean
variables, as well as convex constraints on real variables.
Building on this work, [13] introduces an observer archi-
tecture based on SMT that is able to efficiently estimate
the states of a discrete-time linear-time-invariant system in
the presence of sensor attacks and measurement noise. The
proposed algorithm is scalable and can be implemented for
large systems, unlike many previously proposed algorithms
that suffer from excessive memory and time requirements.
Another approach for secure state estimation for sensor
attacks was presented in [14] based on Kalman filter. The
authors propose an alternative approach for achieving secure
state estimation in the presence of sensor attacks based on
the Kalman filter. The proposed method is designed to be
computationally efficient, and is able to handle arbitrary
and unbounded attacks by assuming that the set of attacked
sensors can change over time. To evaluate the performance
of their approach, the authors conduct numerical simulations
and compare the results with those obtained using a standard
Kalman filter. The simulation results demonstrate that the
proposed secure estimator outperforms the standard Kalman
filter, indicating the effectiveness of the approach.

B. Contribution of this Paper

The aforementioned references in sub-section A, presented
approaches for achieving secure state estimation in the
presence of sensor attacks. However, these methods did not
address the issue of quantifying the magnitude of the attacks.
In order to design effective controllers that can compensate
for the attacks, it is necessary to have information about
the severity of the attacks. This is the problem that we aim
to address in our paper. Specifically, we propose a method
for designing observers that can be used for secure state
estimation while also accurately estimating the magnitude
of sensor attacks. By incorporating this information into our
design, we can improve the performance of control systems
by allowing for more accurate compensation for the attacks.
We demonstrate the effectiveness of our proposed observer

through numerical simulations. These simulations illustrate
how our approach can accurately estimate the magnitude of
the sensor attacks and provide more reliable estimates of the
system’s state. This, in turn, can lead to improved control
performance and better overall system stability.

C. Organization of this Paper

This paper is organized as follows. In Section II, we
formulate the problem that we aim to solve. In Section
III, we present the design of the observer. Specifically, we
propose an observer based on a discrete-time exponential
forgetting factor observer. The design and implementation of
the observer is discussed in detail. In Section IV, we compare
the performance of the observer and provide a thorough
analysis of the results. Finally, in Section V, we conclude the
paper by summarizing our findings and discussing possible
directions for future research. We highlight the significance
of our work in addressing the identified problem and discuss
potential avenues for further exploration in this area.

II. PROBLEM FORMULATION

We consider autonomous systems that can be modelled
into the following discrete-time state space system:

Axy + f(xi) + Buy (1)
Cxy, + PO, 2)

Xk+1 =
Ye =

Here, x;, € R™ denotes the state variable, u; € R"™ is the
control input, yr € RP is the output, and 0; € R? is the
sensor attack signals. f : R — R"™ is the nonlinear function
and is assumed to be continuously differentiable. The state
matrix is denoted by A € R™*", the input matrix is denoted
by B € R™"*™ the output matrix is denoted by C € RP*",
and the matrix associated with the sensor attack is denoted
by ® € RP*9, We assume the sensor is in perfect working
condition, and any anomalies observed are likely to be caused
by cyber-attacks rather than an internal sensor fault. The idea
of this paper is first to filter the measurement equation (2)
into the following state equation [15]:

hi1 = Arhy — AfCx — A ®0, 3)

where Ag € RPXP is a stable matrix, i.e, —Ayf is a Hurwitz
matrix. Rearranging and augmenting (3) into (1), we have:

Xk+1 = Ax; + f(Xk) + Buy @)
hy11 = —AfCxp + Arh, — AP0 )

If we define the augmented state as:
X
2 = (hZ) (©)

Az, + f(Zk) + Buy + ¥0, (7
Czy, 3

then, we have:

Zi+1

Ve =
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where

(o 2). 7= (5) -6

c=(0 1, xp(_:fq)>

The sensor attacks problem (1)-(2) is now translated into
an adaptive observer design problem (7)-(8).

Remark 1: If f is zero or if all states can be measured,
then we can approach this problem by defining an augmented
state Zj, = (zx 0x)" with 051 = 0, = 0. In this case,
we have:

Zin = AZp+ By )
Ve = CZ (10)
where
- A U - Bu -
A=19 1) Br= 0’“),6:(6 0 (D

An observer for (9) can be designed using several methods,
such as Kalman filter and particle filter. In [16], an observer
for (9) is designed as follows:

Zok = Zip-1 + Kk (Ve — CZpji-1)

where the observer gains Ky, is calculated using the follow-
ing formula:

12)

- - -1
Ki = Pr_1C" (CP_1CT + Ry) (13)
with the predictions update
Zpyip = AZp+ B (14)
Piyip = A TA(Prpot — PrpoiCT

(CPip1CT + Ryy) ™ CPyys ) AT (15)

where Py ;1 and Ry, are symmetric positive definite matri-
ces,and A € (0,1). The dynamical extension approach has an
important consequence that the observer’s dynamics cannot
be separated for each of the two quantities being estimated.
However, it is not necessary to estimate constant parameters
at the same rate as variables with non-trivial dynamics need
to be tracked. As a result, there is an incentive to create
an observer that differentiates between the two constituents
of the extended state vector and allocates distinct estimation
dynamics to each of them.
To simplify the problem, linearizing (7) at Zj1, yields:

Zit1 = Fizy + Ep + Buy, + U0y, (16)
where F;, and E;, are defined as:
oF
I (a7)
8Zk Zk41

F(Zg41) — (a];jk)

The simplified sensor attacks problem (1)-(2) is now equiva-
lent to an adaptive observer design problem for the following
system:

E;

>ik+1 (18)
Zkt1

Frz, + E; + Bu, + 0,
CZk-

19)
(20)

Zrp+1 =

Ve =

To this end, we impose the following assumption:
Assumption 1: Fy, is invertible for all k.
Assumption 2: The homogenous system zpy; = Fyzyg
with )V, = Czj is completely uniformly observable.

III. OBSERVER DESIGN

In Section II, we have demonstrated that the issue of sensor
attacks can be reformulated as an adaptive observer design
problem. Building on this, in this section, we present our
proposed solution to the problem by designing an adaptive
observer based on the discrete-time exponential forgetting
factor observer, as outlined in [16]. The primary goal of
our proposed observer design is to estimate the system state
variables accurately, even in the presence of sensor attacks.
However, it is essential to note that the observer is designed
for a deterministic scenario, without considering the presence
of noise. We base our design on the exponential forgetting
factor observer, which is a commonly used technique for
state estimation in systems with slowly varying dynamics.
Our proposed observer incorporates an adaptive mechanism
that continuously updates its parameters to adapt to changes
in the system’s dynamics. This adaptation allows the observer
to maintain its accuracy and reliability even in the face of
significant variations in the system’s parameters. Through
simulations, we demonstrate the effectiveness of our pro-
posed observer design in mitigating the impact of sensor
attacks and accurately estimating the system state variables.

A. Adaptive Observer Design

The adaptive observer is designed as follow:

Zie = Zpg— + (Kf+ Fk|kK2)
(Ve — Czjjo—) (21
Ok = Opp_1 — Kn(Vk — Czyp1) (22)

where the observer gains K7, Kg, and I‘k‘ . are calculated
from the following formulas:

¢t = PhiCT (CPE,CT+RE) RRCEY

Ky = Pl Tf,_ . CT
(Crk\k—lpg\k_1F£|k_1CT +RYT (4
Tie = (I-KiC) Tk (25)

with the prediction update

Zit1)k Fizy, + Ep + Bup + ¥0y,  (26)
Okrie = Ok (27)
Pl = A Fe(I-KiOP, FI (28
Plop = Ao' (T-KRCTye1) Plsy  (29)
Lrpip = Fiplgp — 0 (30)

It was shown in [17] that the adaptive observer (12)-(15)
coincides with the adaptive observer (21)-(30). It is worth
noting that the structure of the proposed adaptive observer is
reminiscent of other well-known state estimation techniques,
such as the Kalman filter and Luenberger observer. However,
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the observer is unique in that it has two observer gains,
one associated with the state estimation K7 and another
with the parameter estimation Kz. These two gains play a
critical role in the observer’s performance, and we allow for
tuning of these gains using the parameters R% and R,?. By
adjusting these parameters, we can optimize the observer’s
performance and ensure that it is well-suited to the particular
system being controlled. Furthermore, unlike the Kalman
filter and Luenberger observer, our proposed observer is
explicitly designed to be adaptive, meaning that it can adjust
its parameters in real-time based on the available data. This
feature allows the observer to maintain its accuracy and
reliability even in the face of significant variations in the
system’s parameters or dynamics.

B. Proof of Stability

Theorem 3.1: Let the estimation errors be defined as
(31
(32)

Zp =
0, =

Zi|k — Zk
Okix — Ok
Under Assumptions 1-2, the estimation errors z; and 0 . tend

to zero exponentially.
Proof: First, substituting (22) to (21), we have

Zre = Zgp—1 + KiC(Zk — Zgjp—1)
T (Orx — Op—1jk—1) (33)
Furthermore, substituting (33) into (31), yields
7z, = (I—KZCO)F_ 171+ (I—-KZC)¥6;_,
—T5(0r — 0r-1) (34)
Now consider the following error function
e = 2k + Db (35)

Utilizing (16) and (26), and substituting (34) into (35), the
combined error is given by

€r+1 = (I — KiJrlC)erk (36)

Under Assumption 1-2, ey, is exponentially stable. To check
the convergence of the estimation error (31)-(32), substituting
(22) and into (32), yields

Ort1 = O + K, (CFi%y, + KP,,CTO, (37
Substituting (35) into (37), we have
Opr1 = 0y + K} ,CFre; — K2+1C(Fkrk|k —¥)0), (38)
and from (30), we have
Ort1= (I —KJ, CTy14)0k + Ki1CFrer (39

Since KZ L1 C, and F}, are bounded, then we can conclude
that KZ 41> C, and Fy decays exponentially. Following
Lemma 2.3 in [17], we can show that 85 tends to zero
exponentially. Since ey, is also exponentially stable, z; goes
to zero exponentially. [ ]

IV. NUMERICAL SIMULATIONS

This section presents the results of two simulations per-
formed to evaluate the performance of our proposed observer.
The first simulation illustrates the impact of sensor attacks on
the trajectory of an autonomous mobile robot. The simulation
shows how the robot deviates from its intended path due to
these attacks, thereby highlighting the significance of our
proposed observer in mitigating such effects. In the second
simulation, we compared the performance of our proposed
observer with an existing method that uses a stochastic
approach. Our results indicate that our proposed observer
outperforms the existing method by achieving higher ac-
curacy and more efficient performance. This comparison
provides empirical evidence for the efficacy of our proposed
observer in enhancing the performance of autonomous mo-
bile robots in the presence of sensor attacks. To this end,
we consider a kinematic model of the autonomous mobile
robot, which can be represented by a discrete-time model
that incorporates time sampling At. Defining the state vector
of the autonomous mobile robotasx = (z y ¢ v §)7,
the particularities of the model are described by the following
equation:

Tl V. COS 1/Jk 0
Yk Vg Sin Yy 0
Xp+1 = | Yr | + At Ztandy [ + [ O (40)
Vg 0 ag
6k 0 Wi

and the measurement equation subjected to sensor attack is

e 01k
we=(50)+ (o)

The position of the mobile robot in the zy-coordinate is
represented by x; and yj, while its heading is denoted by
1. The velocity of the mobile robot is denoted by vy, while
the steering angle is denoted by dy. The length of the robot
is represented by [. The control inputs for the system are
the acceleration ay and the steering angular velocity wy. We
assume we can only measure the position and the sensors
that are to be targeted are those used to measure the robot’s
position in the = and y directions, affected by 6; ; and 05 .

(41)

A. Comparison with and without Sensor Attacks

To assess the impact of spoofing on an autonomous mobile
robot, we conducted a simulation consisting of two scenarios.
The simulation was run for a duration of 60 seconds. In
the first scenario, the mobile robot followed a predetermined
trajectory from start to finish, without any interference or
spoofing. This scenario served as a baseline for comparison
purposes. In the second scenario, the robot was subjected
to a spoofing attack that commenced 20 seconds after the
simulation began, specifically at point (20.7,—13.4). The
spoofing was achieved by injecting a false signal into the
robot’s sensor system, which was assumed to be functioning
without any faults. As a result of the attack, the robot’s
trajectory deviated from its original path, as can be observed
in Figure 1. This scenario was designed to simulate the effect
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of a real-world spoofing attack on the performance of an
autonomous mobile robot. By conducting this simulation,
we were able to evaluate the impact of spoofing attacks on
the performance of autonomous mobile robot and identify
potential vulnerabilities in the sensor systems. This finding
provides valuable insights into the development of counter-
measures to mitigate the impact of spoofing attacks on the
performance of autonomous mobile robot.

30— w
=Planned Trajectory °
Spoofed Trajectory
20 Start Point
® End Point
10 1
(0] SR —— ~ 4
_-10 )
£ i Attack Point
>
=20 1
-30
40 - 1
-50 - 1
60 ‘ ‘ ‘ s ‘
-10 0 10 20 30 40 50 60 70
x(m)
Fig. 1. Simulation of robot trajectory with and without sensor attacks.

B. Secure State Estimation based on the Adaptive Observer

The proposed adaptive observer (AO) for sensor attacks
(21)-(22) is compared with the adaptive extended Kalman
filter (AEKF) algorithm presented in [18]. The AEKF al-
gorithm is started with the standard linear Kalman filter
algorithm:

Pl = FP,FI+Q] 42)
k1 = CPL,,CT+R] (43)
K/, = CP£+1|1€2_1 (44)
P£+1|k+1 = (In_K£+1C)P£+1\k (45)

To estimate the state z; and parameters 0y, the algorithm
requires calculation of several auxiliary variables as follows:

Tisr = (LK OFY, (46)
+ (L, -K[ 0w

Qpi1 = CFY,+ ¥ 47)

Akt = (AZpy1 + Q1 Sk ) (48)

My = Sk Ak (49)

Skt1 = AT'Sk = ATISiQL L A1 Q%11Sk (50)

The estimated state Z; and parameter 0, are given by:

F.z;, + E; + Buy + \I’ék

Zpt1 =
+K£+1yk+1 + Y1l 1 Vi (51
Op1 = Op + I Vi (52)

where yk+1 = yk+1 — Cik.

In this simulation, we set the sampling time At to 0.1
seconds, the length of the mobile robot [ to 2 meters, and
the matrix W to the identity matrix I5. The spoofing attack
on the sensor begins at 20 seconds and increases linearly
over time. The adaptive observer’s parameter values are given
by: Ax = 0.999, Ao = 0.94, R* = 107I,, R® = I,

X = 0.01I;, PS = 0.01Iy, and Ay = 10I,. Similarly,
the parameter values for the AEKF are given by: A = 0.999,
P/ =0.01I;, Qf =I;, R = 107I,, and Sy = 0.11,.
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Fig. 2. Comparison of the planned trajectory, spoofed trajectory, and

position estimation using AO and AEKF algorithms. The estimated position
based on AO coincides with the planned trajectory.
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Fig. 3. Actual 6 vs estimated 6 using AO and AEKF algorithms.
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The simulation results presented in Figure 2 demonstrate
a clear difference between the AO and the AEKF algorithms.
The black line in the figure represents the planned trajectory
of the autonomous mobile robot. As the sensor attack is
initiated at time 20s or at the point (30,0), the dotted green
line represents the position measurements obtained from
the attacked sensor. The AQO’s position estimation, depicted
in the blue dot line, is almost identical to the planned
trajectory, showing that the AO is an effective and secure
state estimation algorithm. In contrast, the AEKF estimation
is depicted in the dotted red line, and it follows the spoofed
trajectory instead of the planned trajectory.

The magnitude value of the sensor attack is also estimated
by the AO algorithm, as shown in Figure 3. The actual
magnitude values of the sensor attack 6 and the estimations
obtained using the AO and AEKF algorithms are compared
in the figure. The simulation results show that the AO
algorithm accurately estimates both the state and magnitude
of sensor attacks simultaneously. The AEKF algorithm, on
the other hand, produces position estimations that deviate
significantly from the true trajectory and tend to follow the
measurements from the attacked sensor. After the position
sensor is attacked, the estimated value of 6 using AEKF
remains at zero. The deviation of AEKF estimation from the
actual trajectory is observed in the figure as well. Overall,
the proposed AO algorithm yields estimations of position
that closely approximate the true trajectory, even when the
measurement data has been spoofed.

The robustness and accuracy of the AO algorithm make
it a promising candidate for real-time implementation in
practical systems. It can provide reliable state and magnitude
estimation, which is particularly useful in safety-critical
applications. On the other hand, the AEKF algorithm is less
reliable in the presence of sensor spoofing, and it may not
be suitable for safety-critical applications

V. CONCLUSIONS

The proposed observer for autonomous systems under
sensor attacks has been successfully demonstrated through
numerical simulations. The stability analysis of the observer
has been rigorously proven, indicating that the observer is
reliable for practical applications. Simulation results of a
mobile robot, where its sensor is attacked by a spoofed
signal, have been presented, and the proposed adaptive
observer algorithm can successfully estimate the state and
magnitude of sensor attacks. Using the proposed adaptive
observer, the estimated position closely tracks the planned
trajectory.

Future work can focus on the practical implementation of
the observer for real-world systems. The effect of different
types of sensor attacks can be further explored to improve
the observer’s robustness. Additionally, the observer’s per-
formance can be evaluated under different noise levels,
sampling rates, and modeling uncertainties. Furthermore,
extensions to the observer design for nonlinear and time-
varying systems can be explored to enhance the observer’s
applicability. In addition, incorporating the observer into

the system’s control strategy can be investigated, leading
to improved control performance in the presence of sensor
attacks.
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