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Abstract— The problem of function approximation by neural
dynamical systems has typically been approached in a top-
down manner: Any continuous function can be approximated
to an arbitrary accuracy by a sufficiently complex model with
a given architecture. This can lead to high-complexity controls
which are impractical in applications. In this paper, we take the
opposite, constructive approach: We impose various structural
restrictions on system dynamics and consequently characterize
the class of functions that can be realized by such a system.
The systems are implemented as a cascade interconnection
of a neural stochastic differential equation (Neural SDE), a
deterministic dynamical system, and a readout map. Both
probabilistic and geometric (Lie-theoretic) methods are used to
characterize the classes of functions realized by such systems.

Index Terms— neural dynamical systems; stochastic differen-
tial equations; geometric control theory

I. INTRODUCTION

There is an extensive literature on function approximation
by neural nets. For instance, a classical result due to Leshno
et al. [1] states the following: Let σ : R → R be a continuous
function which is not a polynomial. Then for any continuous
f : Rn → R, any compact K ⊂ Rn, and any ε > 0, there
exist N tuples (ci, ai, bi) ∈ R× Rn × R such that

sup
x∈K

∣∣∣∣∣f(x)−
N∑
i=1

ciσ(a
T
ix+ bi)

∣∣∣∣∣ ≤ ε (1)

(in fact, the universal approximation property holds only
if σ is not a polynomial). The approximating function in
(1) is an instance of a neural net with one hidden layer,
N hidden units (or neurons), and activation function σ.
There are also universal approximation results for multilayer
neural nets [2], as well as depth separation results [3]
which show (constructively) that there exist functions that
admit efficient representation by multilayer neural nets, yet
require exponentially more hidden units for representation
by “shallower” nets.

Recently, motivated in large part by the widespread use of
deep learning, there has been a lot of interest in continuous-
time abstractions of neural nets [4]–[7], aptly termed neural
ODEs. These are modeled by dynamical systems of the form

ż(t) = f(z(t), w(t)), z(0) = α(x) (2a)
y = β(z(1)) (2b)
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where the q-dimensional input x is mapped to an initial n-
dimensional state z(0) by a read-in map α : Rq → Rn, the
p-dimensional output y is produced from the state z(1) at
time t = 1 by a read-out map β : Rn → Rp, and f(·, w) is
a family of vector fields on Rn parametrized by w ∈ Rm.
For example, we could have something like w = (C,A, b) ∈
Rn×k × Rk×n × Rk and

f(x,w) = Cσ(Ax+ b),

where σ is the diagonal map

σ(z) :=
(
σ(z1), . . . , σ(zk)

)T
, z ∈ Rk. (3)

The problem of universal approximation is then to establish
the conditions under which any continuous function f :
Rq → Rp could be approximated, to any given accuracy
ε, on a given compact set K ⊂ Rq by a system of the form
(2) for a suitable choice of the control law w : [0, 1] → Rm.

This problem has been addressed in a number of recent
works [8]–[11]. While the methods and techniques differ, the
overall philosophy of the results is top-down—under suitable
structural assumptions on α, β, and f(·, w), any continuous
function can be approximated to any desired accuracy by
choosing a suitable control w(·). The resulting controls,
however, tend to exhibit fairly high complexity unlikely to
be tolerated in practical applications. For example, they may
be piecewise constant, but the number of pieces will grow
like (1/ε)d, where d depends polynomially on q [8]–[10];
other constructions make use of high-gain, high-frequency
controls [11], with similar complexity issues.

A. A constructive approach

In this paper, we approach the problem of function re-
alization by neural dynamical systems from a constructive,
bottom-up perspective. That is, instead of fixing a priori the
class of functions to be approximated, we impose various
structural restrictions on the system dynamics and then
characterize the class of functions that can be realized by the
system. To fix ideas, let us consider a cascade interconnection
[12] of two dynamical systems of the following form:

ẇ(t) = g(w(t), θ) (4a)
ż(t) = f(z(t), w(t)), (4b)

where g(·, θ) is a family of vector fields on Rm parametrized
by θ ∈ Rk. This system differs from (2) in one key respect:
The trajectory w(t) is not prescribed externally, but is instead
generated internally according to (4a). Given the read-in map
α and the read-out map β, as in (2), we can realize different
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functions of x ∈ Rq by tuning the parameter θ [and, possibly,
the initial condition w(0)].

Neural ODE models of this type have been considered in
the literature. For example, Choromanski et al. [13] analyzed
the case when w takes values in the orthogonal group O(n),
the vector fields g(·, θ) are of the form

g(w, θ) = wg̃(w, θ)

for some finitely parametrized map g̃(·, θ) : Rn×n →
Skew(n), where Skew(n) is the set of all n × n skew-
symmetric matrices with real entries, and

f(z, w) = σ(wz),

where σ is the coordinatewise application of some scalar
nonlinearity σ : R → R, as in (3). While Choromanski et al.
did not explicitly characterize the class of functions that can
be realized by this model, they showed that they enjoy certain
stability properties that are advantageous in applications.

We will use cascade models like (4) as a starting point, but
will replace the deterministic dynamics (4a) with a stochastic
differential equation (SDE) driven by a multidimensional
Brownian motion. The rationale for using such neural SDEs
[14]–[17] is twofold: First, by using Brownian motion pro-
cesses as generalized inputs [18], we will be able to generate
all the internal complexity we need while only varying
the global parameters of the SDE. Second, it provides us
with a sampling-based mechanism for constructing finite
approximations [19]. Indeed, if F (x;ω) is a random function
of x, then the expected value f(x) := Eω[F (x;ω)] can be
closely approximated by finite sums of the form

f̂N (x) =
1

N

N∑
i=1

F (x;ωi),

where ω1, . . . , ωN are independent copies of ω, with the
L2 approximation error E[(f(x) − f̂N (x))2] scaling as
O(1/N) under suitable assumptions on the second moment
of F (x;ω). (While finite approximation is not the focus of
this paper, our earlier work [20] contains a discussion of
sampling in the context of neural SDEs.)

B. Previous results

In an earlier work [20], we have obtained some construc-
tive realizability results for a certain class of neural SDEs.
Briefly, we have considered n-dimensional Itô SDEs

dXt = a(Xt; θ) dt+ b(Xt; θ) dVt, X0 = x (5)

with finitely parametrized drift and diffusion coefficients
satisfying the uniform ellipticity condition—the eigenvalues
of the matrix b(x; θ)b(x; θ)T are uniformly bounded away
from 0. Let v be a fixed (nonrandom) vector in Rn. We
say that, for each choice of θ, the above system realizes the
function f(x; θ) := E[Y ] = E[vTX1] of the initial condition
x. We have shown that f(x; θ) can be approximated by

f(x; θ) ≈ c1

∫
Rn

vTz · exp
(
− c2I(x, z; θ)

)
dz,

where c1, c2 are some constants and where I(x, z; θ) is the
minimum of the control energy 1

2

∫ 1

0
|v(t)|2 dt among all

sufficiently regular (e.g., L2) controls v : [0, 1] → Rn that
transfer the state of the deterministic control-affine system

ẋ(t) = a(x(t); θ) + b(x(t); θ)v(t) (6)

from x(0) = x to x(1) = z. Thus, the problem of
characterizing the class of functions realized in this way
reduces to analyzing deterministic minimum-energy control
problems, and some upper and lower bounds on I(x, z; θ)
are given in [20]. However, the assumption of uniform
ellipticity is rather restrictive and, in particular, rules out
the interesting cases when the diffusion process in (5) is
degenerate, yet the deterministic system (6) is nevertheless
completely controllable [21], [22].

II. THE BASIC MODEL AND ITS PROPERTIES

We start by presenting a relatively simple model which
will allow for a clean analysis. It has the following form:

dWt = a(Wt; θ) dt+ b(Wt; θ) ◦ dVt (7a)
dZt = h(Wt, t)Zt dt (7b)
Y = Z1σ(W

T
1x) (7c)

Here, (7a) is a Stratonovich SDE for an n-dimensional
diffusion process (Wt) with a deterministic initial condition
W0 = w0. It is driven by an m-dimensional Brownian
motion (Vt), and its drift and diffusion coefficients are
parametrized by a k-dimensional vector of parameters θ. We
assume throughout that the drift and the diffusion coefficients
are sufficiently well-behaved (e.g., Lipschitz) to guarantee
existence and uniqueness of strong solutions of the SDE.
The process (Zt) is scalar, initialized at Z0 = 1, and
h : Rn × [0, 1] → R is a continuous function. The real-
valued output Y is obtained by multiplying Z1 by σ(W T

1x).

Remark 1. By adding an equation dXt = 0 initialized at
X0 = x, we can view the above system as a stochastic variant
of (4) with internal state (Wt, Zt, Xt), read-in map

α(x) = (w0, 1, x),

and read-out map

β(w, z, x) = zσ(wTx).

The output Y of (7) is a random function of x. We take
its expected value as the function realized by this system:

f(x; θ) := E[Z1σ(W
T
1x)], (8)

where in the left-hand side we have explicitly indicated the
dependence of this function on the parameters θ of the SDE
(7a). The class of functions realized in this way can be
characterized as follows:

Theorem 1. The function (8) realized by the system (7) can
be expressed as

f(x; θ) = E

[
exp

(∫ 1

0

h(Wt, t) dt

)
σ(W T

1x)

]
. (9)
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Moreover, let Lθ be the second-order linear differential
operator

Lθφ(w) := ã(w; θ)T∇φ(w) +
1

2
tr{b(w; θ)b(w; θ)T∇2φ(w)}

where

ã(w; θ) = a(w; θ) +
1

2

m∑
i=1

∂bi
∂w

(w; θ)bi(w; θ)

is the Itô-corrected drift, and where bi(w; θ) is the ith column
of b(w; θ). Consider the PDE

∂u

∂w
(w, t;x, θ) = Lθu(w, t;x, θ) + h(w, t)u(w, t;x, θ)

(10)

with the initial condition u(w, 0;x, θ) = σ(wTx). If the
function w 7→ σ(wTx) is in the domain of Lθ, then

f(x; θ) = u(w0, 1;x, θ).

Proof. The equation (7b) for Zt can be solved for each
trajectory (Wt):

Zt = Z0 exp

(∫ t

0

h(Ws, s) ds

)

= exp

(∫ t

0

h(Ws, s) ds

)
.

Substituting this into the expression for Y and taking expec-
tations, we obtain (9).

The operator Lθ is the infinitesimal generator of the
diffusion process (Wt) governed by the SDE (7a). Since
w 7→ σ(wTx) is in the domain of Lθ, the function

u(w, t;x, θ)

= E

[
exp

(∫ t

0

h(Ws, s) ds

)
σ(W T

tx)

∣∣∣∣∣W0 = w

]
is a solution of (10) subject to the initial condition
u(w, 0;x, θ) = σ(wTx) by the (converse of) the Feynman–
Kac theorem [23, Thm. 21.1].

A more elaborate set-up, in the spirit of [13], is as follows:

dWt = a(Wt; θ) dt+ b(Wt; θ) ◦ dVt (11a)
dZt = σ(WtZt) dt (11b)
Y = vTZ1. (11c)

The processes (Wt) and (Zt) in Eqs. (11a) and (11b) are
now evolving in Rn×n and Rn, respectively, and v in (11c)
is a fixed vector in Rn. With the initial condition W0 = w0

fixed, we introduce the read-in map α(x) = (w0, x) and
the read-out map β(w, z) = vTz. The stochastic dynamics
in (11a) generates the matrices of weights Wt, which are
used to control the dynamics of internal activations Zt in
(11b). The cascade form of the system allows us to first
generate the random trajectory (Wt) and then, conditionally
on that, solve the ODE (11b). As before, we say that the
model (11) realizes the function f(x; θ) = E[Y ] = E[vTZ1].

In contrast to (7), where we were able to characterize the
class of realized functions in a relatively clean manner, the
determination of (Zt) for a given realization (Wt) involves
solving a time-inhomogeneous ODE

dZt

dt
= gWt(Zt), Z0 = x (12)

where we have defined

gWt(z) := σ(Wtz). (13)

We can compactly express the function realized by (11) using
the chronological exponential notation [24] as

f(x; θ) = E

[
vT−→exp

(∫ 1

0

gWt
dt

)
x

]
,

which is just shorthand for the dependence of the solution of
(12) on the initial condition x and on the trajectory (Wt), but
any further analysis would involve asymptotic expansions in
terms of iterated integrals and Lie derivatives.

A. The role of Lie theory

The above construction is quite general as it does not
specify the form of the drift and the diffusion coefficients
a(w; θ) and b(w; θ) in (7a) and in (11a). A priori we would
expect that, in order to make the model (7) sufficiently
expressive (i.e., to realize a sufficiently rich class of func-
tions), we would need a and b to depend nonlinearly on
both w and θ. This intuition, however, is misleading since
we can let the functions h and σ do all the “nonlinear
work” when the Lie algebra generated by the vector fields
a(·; θ), b1(·; θ), . . . , bm(·; θ) is finite-dimensional.

Thus, let A be a finite-dimensional Lie algebra of vector
fields on Rn and let g1, . . . , gd be a basis of A, d = dimA.
For θ = (θij)i=0,...,m,j=1,...d, take

a(w; θ) =

d∑
j=1

θ0jgj(w)

and

bi(w; θ) =

d∑
j=1

θijgj(w), i = 1, . . . ,m.

Since A is finite-dimensional, it is isomorphic to a subalgebra
of gl(ℓ,R) (the Lie algebra of ℓ × ℓ real matrices with the
commutator bracket [A,B] = AB − BA) for some finite ℓ
by Ado’s theorem [25]. Thus, without loss of generality (and
by changing n if necessary) we may take gi(w) = Giw for
some Gi ∈ Rn×n, so (7a) will take the form

dWt = A(θ)Wt dt+

m∑
i=1

Bi(θ)Wt ◦ dV i
t , (14)

where V 1
t , . . . , V

m
t are m independent scalar Brownian mo-
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tion processes, and where

A(θ) =

d∑
j=1

θ0jGj ,

Bi(θ) =

d∑
j=1

θijGj , i = 1, . . . ,m.

As an illustration of the expressive capabilities of this
type of linear parametrization, we can consider Brockett’s
construction of a diffusion process on the sphere [22]:
Let A,B1, . . . , Bm be n × n skew-symmetric matrices and
consider the n-dimensional Stratonovich SDE

dWt = AWt dt+

m∑
i=1

BiWt ◦ dV i
t . (15)

or the equivalent Itô SDE

dWt =

(
A+

1

2

m∑
i=1

B2
i

)
Wt dt+

m∑
i=1

BiWt dV
i
t .

Applying Itô’s rule gives

d(W T
tWt) = W T

t

(
A+AT +

m∑
i=1

B2
i

)
Wt dt

+

m∑
i=1

W T
t (Bi +BT

i)Wt dV
i
t

+

m∑
i=1

W T
tB

T
iBiWt dt

= 0

so the Euclidean norm |Wt| stays constant for all t. Thus, if
we choose w0 ∈ Sn−1, then the random trajectory (Wt)t≥0

will be confined to Sn−1. The algebra Skew(n) of n × n
skew-symmetric matrices has dimension d = n(n − 1)/2,
so we can express (15) in the form (14) with a vector θ of
k = (m+ 1)n(n− 1)/2 parameters.

Similar considerations apply to the matrix-valued case.
For example, if A,B1, . . . , Bm are n × n skew-symmetric
matrices and the matrix Stratonovich SDE

dWt = AWt dt+

m∑
i=1

BiWt ◦ dV i
t , (16)

is initialized with W0 = w0 ∈ O(n), then all Wt will take
values in O(n) as well [22].

With regards to the role of σ, let us consider the family
F of the vector fields gW (z) defined in (13). With typical
choices of the nonlinearity σ : R → R (e.g., the hyperbolic
tangent σ(r) = tanh r), the Lie algebra generated by F will
be infinite-dimensional. To see this, suppose that σ is C∞.
Let g, g′ denote the vector fields gW , gW ′ for two matrices
W,W ′ ∈ Rn. Then, using the formula

∂

∂z
σ(Wz) = σ(1)(Wz)W

for the Jacobian of gW , where

σ(1)(z) := diag
(
σ′(z1), . . . , σ

′(zn)
)
,

a straightforward but tedious computation of the iterated Lie
brackets

adk+1
g g′ = adg(ad

k
gg

′), k = 0, 1, . . .

where ad0gg
′ := g′ and adgg

′ := [g, g′], yields vector fields
whose coordinates involve derivatives of σ of arbitrary or-
ders. As an example, consider the case σ(r) = tanh r. Since
the derivative of σ satisfies the relation σ′(r) = 1 − σ2(r),
the kth iterated Lie bracket adkgg

′ will involve polynomials
of degree k+1 in the entries of σ(Wz) and σ(W ′z). Hence,
using the linear independence of the monomials 1, r, r2, . . . ,
it is easy to see that the Lie algebra generated by F will
be infinite-dimensional. Moreover, the Lie algebra generated
by F may be infinite-dimensional even if σ is a polynomial.
Consider, for example, σ(r) = 1+r3; then even for n = 1 the
Lie algebra generated by F will contain polynomial vector
fields of arbitrary degree (and thus any continuous function
can be approximated arbitrarily well on any given compact
set by some element of this Lie algebra [11]). This is in sharp
contrast with the result of Leshno et al. [1] on the necessity of
nonpolynomial continuous activation functions for universal
approximation of continuous functions by neural nets with
one hidden layer.

B. Elaborations and extensions

The basic model in (7) can be extended in various ways.
For instance, we can consider matrix-valued processes Wt

and replace the output equation (7c) with

Y = Z1v
Tσ(W1x),

where Wt takes values in Rp×n and v ∈ Rp is a fixed vector.
Another possibility is to let Wt = (Ut, W̃t) take values in
Rp × Rp×n and let

Y = Z1U
T
1σ(W̃1x).

If h ≡ 0 in (7b), then the class of functions realized in
this way is the closed convex hull of neural nets with one
hidden layer and with arbitrarily many hidden units [26]. To
see this, let (Uν , W̃ ν), ν = 1, . . . , N , be independent copies
of (U1, W̃1). (In other words, we just run N independent
copies of the stochastic dynamics (7a) in parallel.) Then,
assuming Ut evolves on the unit sphere Sn−1, W̃t evolves on
the orthogonal group O(n), and the nonlinearity σ : R → R
is bounded, the function

f̂N (x) :=
1

N

N∑
ν=1

(Uν)Tσ(W νx)

will be a good approximation of f(x) = E[U T
1σ(W1x)], for

N sufficiently large, by the law of large numbers. Fig. 1
shows a simple illustration of the ability of such models to
realize neuron-like functions of the form f(x) = σ(wTx).

The role of the function h in (7b) is to bias or regularize
the trajectories (Wt) in some manner, as far as their con-
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Fig. 1. Left: Sample values of the single-neuron function f(x) =
tanh(wT

0x) on the unit sphere S2, where w0 ∈ S2 is a fixed unit vector.
Right: The values of f(x) predicted by a model of the form (7) trained on
random samples of (X, f(X)) with X drawn from the uniform distribution
on S2. The weights Wt evolve on S2 according to (15) with m = 2.

tribution to the value of f(x; θ) goes. For example, if some
reference trajectory (ξt)0≤t≤1 is given, we could take

h(w, t) = −|w − ξt|2.

In that case, we have

f(x; θ) = E

[
σ(W T

1x) exp

(
−
∫ 1

0

|Wt − ξt|2 dt

)]
which has the effect of penalizing those trajectories (Wt)
that differ too much from the reference.

The class of functions realized by the model (11) will
be in general richer than that realized by (7). By way of
illustration, consider the SDE (16) for a diffusion process
on the orthogonal group O(n). Suppose that the skew-
symmetric matrices A,B1, . . . , Bm are such that the deter-
ministic system

ẇ(t) =

(
A+

m∑
i=1

vi(t)Bi

)
w(t) (17)

is controllable on O(n) [22], i.e., any two matrices w0, w1 ∈
O(n) can be joined by a curve lying along the trajectory
w(t) of (17) generated by some piecewise constant controls
v1(t), . . . , vm(t). (For this, it suffices to consider the case
w0 = In [27].) Now, the probability law of the random
path (Wt)t≥0 in O(n) starting at W0 = w0 is supported
on the closure of the set of all trajectories of (17) with
w(0) = w0 generated by piecewise constant controls [21],
which by controllability covers the entire O(n). This, in
turn, will allow us to sample high-complexity trajectories
for controlling (12).

Finally, some comments on the generality of the consid-
ered models are in order. Both (7) and (11) have a cascade
structure, where the stochastic dynamics of the weights Wt

is autonomous (for each choice of the parameters θ), and
then these weights are used as generalized inputs [18] to the
controlled dynamics of the internal activations Zt. Moreover,
the parameters θ explicitly enter only the dynamics of Wt.
However, we can consider other models of neural SDEs
discussed in the literature, for example a stochastically

excited continuous-time recurrent neural net

dXt =
(
−Xt + σ(Xt)

)
dt+

m∑
i=1

BiXt ◦ dV i
t

parametrized by m matrices B1, . . . , Bm. In models of this
type, there is no explicit separation of the internal state into
weights and activations. However, we can use the results of
Freedman and Willems [28] and Krener and Lobry [29] to
show that such neural SDEs can be simulated, in a certain
sense, by systems of the cascade type.

To that end, consider the n-dimensional stochastic system

dXt = f(Xt) dt+ g(Xt; θ) ◦ dVt (18a)
Yt = vTXt (18b)

with initial condition X0 = x, where the columns of the
n×m matrix g(x; θ) are smooth vector fields on Rn with a
smooth dependence on a k-dimensional parameter vector θ.
Then we have the following result:

Theorem 2. Suppose that the Lie algebra A generated by
g1(·; θ), . . . , gm(·; θ), θ ∈ Rk, has finite dimension d. Then
there exist smooth vector fields b1, . . . , bd on Rd, smooth
functions βij : Rk → R, 1 ≤ i ≤ m, 1 ≤ j ≤ d, h :
Rn × Rd → Rn, φ : Rd × Rn → Rn, and an almost surely
positive stopping time τ , such that the cascade system

dWt =

m∑
i=1

(
d∑

j=1

βij(θ)bj(Wt)

)
◦ dV i

t (19a)

dZt = h(Zt,Wt) dt (19b)

with W0 = 0, Z0 = x simulates (18) up to time τ , i.e.,

Yt = vTφ(Wt, Zt), 0 ≤ t < τ.

Remark 2. The above theorem shows that we can simulate
a system like (18), at least locally, by a cascade system like
(19) by means of a smooth reparametrization θ 7→ (βij(θ))
and a smooth “decoding map” φ(w, z) = x that converts the
internal weights w ∈ Rd and internal activations z ∈ Rn

into the overall state x ∈ Rn. Observe that the transformed
parameters βij(θ) enter into (19a) linearly and that the vector
fields b1, . . . , bd and the maps h and φ do not have any
dependence θ. Moreover, since we have not imposed any
restrictions on the drift vector field f (apart from the regu-
larity conditions needed to ensure existence and uniqueness
of Stratonovich solutions), the Lie algebra generated by the
vector fields h(·, w) may be infinite-dimensional.

Proof. We closely follow the proof of Theorem 1 in [29]
(the special case of Abelian A was considered in an earlier
paper by Freedman and Willems [28]). Let g̃1, . . . , g̃d be a
basis of A, so that

gi(x; θ) =

d∑
j=1

βij(θ)g̃j(x), i = 1, . . . ,m (20)

for some smooth maps βij : Rk → R. Let

φ(w, z) := ew1g̃1 ◦ ew2g̃2 ◦ · · · ◦ ewdg̃dz,

6362



where etg̃i denotes the flow map of g̃i, i.e., etg̃iz is the
solution, at time t, of the ODE

ż(t) = g̃i(z(t)), z(0) = z.

We have φ(0, x) = x. Using the methods of [29], we can
show that there exist smooth vector fields b1, . . . , bd on Rd

and a neighborhood U of (0, x), such that

∂φ

∂w
(w, z)bi(w) = g̃i(φ(w, z)), i = 1, . . . ,m

for all (w, z) ∈ U. Consequently,

∂φ

∂w
(w, z)

( d∑
j=1

βij(θ)bi(w)

)
= gi(φ(w, z); θ)

for all 1 ≤ i ≤ d and all θ ∈ Rk. Now, φ(w, z) is equal to
the solution, at t = d, of the time-inhomogeneous ODE

ξ̇(t) = v(ξ(t), t), z(0) = z

with

v(z, t) := wd−i+1g̃d−i+1(z), i− 1 ≤ t < i

and the Jacobian ∂φ
∂z (w, z) is equal to the solution, at t = d,

of the variational equation

Λ̇(t) =
∂v

∂z
(ξ(t), t)Λ(t), Λ(0) = In.

Hence, it is invertible, so we take

h(z, w) :=

(
∂φ

∂z
(w, z)

)−1

f(φ(w, z))

for all (w, z) ∈ U. Let (Wt, Zt) be the solution of (19) with
(W0, Z0) = (0, x), and let τ be the first exit time from U:

τ := inf{t > 0 : (Wt, Zt) ̸∈ U}.

Then, since Stratonovich differentials obey the rules of
ordinary calculus, for 0 ≤ t < τ we have

dXt = dφ(Wt, Zt)

=
∂φ

∂w
(Wt, Zt) ◦ dWt +

∂φ

∂z
(Wt, Zt) ◦ dZt

= f(φ(Wt, Zt)) dt+

m∑
i=1

gi(φ(Wt, Zt); θ) ◦ dV i
t

= f(Xt) dt+

m∑
i=1

gi(Xt; θ) ◦ dV i
t

and vTφ(Wt, Zt) = vTXt = Yt. This gives the desired
simulation property.
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