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Abstract— Adaptive optics (AO) systems are used in ground-
based telescopes to improve image resolutions, especially for
long-exposure photography, by compensating for the effects of
atmospheric turbulence and internal vibrations. Most current
AO systems are based on simple control laws that either
neglect the temporal correlation in atmospheric turbulence,
use a simplified system model, or both. This paper presents
a direct data-driven control scheme to compute an optimal
controller using the frequency-domain representation of the
disturbance and the system model. Numerical simulations of the
AO system demonstrate performance improvement compared
to standard AO control schemes, and resilience to the variance
in atmospheric turbulence and internal vibrations.

I. INTRODUCTION

Adaptive optics (AO) is used to improve the image qual-
ity captured by ground-based telescopes and other optical
instruments by actively sensing, estimating, and correcting
the wavefront distortions as the light passes through a
turbulent medium like Earth’s atmosphere. AO has improved
ground-based astronomical imaging bringing it closer to the
diffraction limit of the light [1], [2]. However, to achieve
extremely long-exposure photography and improve imaging
performance, compensation for the vibration of the telescope
structure, in addition to wavefront distortion caused by the
atmosphere, is needed. In European Southern Observatory
(ESO) 3.6 m telescope, it has been noted that the vibrations
of the telescope due to the wind and other observatory
components such as cryocoolers, motors and fans can reduce
the performance by 10 % in the H-band (infrared with a
wavelength of 1.65 µm) [3]. A more performant controller
for tip/tilt, which is primarily affected by mechanical vibra-
tions, can lead to significant enhancements in the imaging
performance of AO systems.

Most current AO systems use a modal controller modelled
as a leaky integrator controller, which is tuned to have the
best compromise between the atmospheric disturbance rejec-
tion and measurement noise amplification [4], [5]. However,
this approach does not take advantage of the correlation in
the disturbance due to atmospheric turbulence in short to
medium timescales. To address this, AO systems with pre-
dictive control methods are an active area of interest. Some
methods which use the statistical models of atmospheric
turbulence, with some assumptions on its structure, have been
proposed [6], [7]. Controllers designed by first estimating the
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dynamics of the disturbance either online using recursive
optimisation [8], or using subspace identification [9] have
been proposed. Still, the selection of the order of the distur-
bance representation is a tricky and ongoing part of the effort.
On the other end of the spectrum, methods for forecasting
wavefront errors [10], [11] and using the forecast for feed-
forward compensation have seen success in error reduction
during on-sky operations [12]. The compensation is com-
puted by assuming a simplified temporal model of the AO
system, represented as some multiple frame delays, which
can introduce significant conservatism, especially when the
guide star is dim and a slow control loop is required. In
[13], the frequency spectrum of the disturbance is used for
designing and optimising the controller, but this approach
requires a parametric model of the AO system.

Since the desired performance can be represented in
the frequency domain, data-driven methods using only
frequency-domain data to compute an optimal controller
are studied. The controller design using frequency-domain
data leads to a non-convex optimisation problem but several
convex approximations have been proposed in the literature.
[14] and [15] utilises the frequency-domain data for the
computation of SISO-PID controller by convex optimisa-
tion, employing the constraint linearisation similar to [16].
MIMO-PID controller synthesis is presented as a convex-
concave optimisation in [17] and solved by linearisation of
quadratic matrix inequalities. [18] adopts similar linearisation
to compute linearly parameterised controllers. A frequency-
based data-driven control design methodology is proposed in
[19], featuring an H∞ control objective, based on coprime
factorisation of the controller. Finally, a fixed-structure data-
driven controller design method with mixed H2/H∞ sensi-
tivity performance is proposed in [20].

The contribution of this paper is to present an innovative
control strategy for AO systems that utilises input-output
data of the system and the disturbance spectrum due to
atmospheric turbulence. In contrast to the approach outlined
in [13], the proposed method does not require a parametric
model of the AO system; only its frequency response is
needed. The approach eliminates the need for a disturbance
model and can even account for the fractional time delay in
the AO system. Additionally, the resulting controller displays
remarkable robustness to atmospheric changes and external
disturbances, resulting in nearly optimal control performance
for short to medium-term variations.

The paper is structured as follows: In Section II, a de-
scription of a generic AO system and the problem statement
are provided. The proposed control schema is presented in
Section III, and in Section IV, various numerical simulations
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Fig. 1: Typical AO system

are presented for the Near-IR Adaptive Optics System (NFI-
RAOS) [21] of the Thirty Meter Telescope (TMT) [22]. In
Section V, we discuss potential outlooks for implementing
the control scheme, accompanied by concluding remarks.

II. ADAPTIVE OPTICS (AO) SYSTEM

In Fig. 1, a typical AO system is presented. The light
travelling from the stars to the Earth is expected to have a flat
wavefront, but as it passes through the turbulent atmosphere
of the Earth, it becomes distorted by the time it reaches the
ground-based telescopes. To correct this distortion, the AO
systems within the telescope use a deformable mirror (DM)
to actively control the path lengths of the light. The incoming
light with a distorted profile ϕ(·) is directed to DM, which
applies a phase correction ϕcorr(·). The reflected beam with a
residual profile ϕres(·) is split into two components: one to a
wavefront sensor (WFS) and the other to the science camera
for imaging. The WFS provides a quantitative measure of the
residual wavefront distortion denoted by p⃗, which is used to
compute the DM actuator commands v⃗.

Typically, the wavefront is decomposed into different
modes, using some orthogonal basis, such that they can be
controlled individually. The translation matrices that link the
modes to the wavefront sensor (WFS) output M and the
deformable mirror (DM) inputs D are computed allowing all
the modes to be treated as parallel single-input single-output
(SISO) control problems. Fig. 2 illustrates the complete con-
trol system for the typical AO system with the computational
delay due to wavefront computer (WFC). Fig. 3 illustrates
the SISO control loop for a single mode, where disturbance
d(t) and error e(t) represent the modal components of ϕ(·)
and ϕres(·) respectively. For more insight into the field of
AO systems and their modal control, readers are directed to
[23], [5], [24], [25].

A common measure of the overall performance of an AO
system is the Strehl ratio, defined as the on-axis intensity
of a point source relative to the diffraction limit intensity.
Using Maréchal’s approximation [26], it can be shown that
the maximisation of the Strehl ratio is equivalent to the
minimisation of the mean-squared error of the phase. With
an appropriate choice of modal decomposition method, the
sum of the mean-squared errors of each mode can provide a

good approximation of the mean-squared error of the phase
over the aperture. Hence, the control objective is to minimise
the 2-norm of the error for each parallel SISO problem.

The problem considered in this paper is designing the
optimal fixed-structure controller for each mode, given open-
loop WFS observations of the disturbance and the photon
flux of the guide star. Furthermore, the non-parametric sys-
tem is considered, enabling the inclusion of more complex
system dynamics. Large telescopes can have AO control
loops operating at frequencies in the order of 1 kHz, with the
total number of controlled modes potentially reaching up to
1000. Therefore, the digital IIR filter has been consideration
as the fixed-structure controller because of its relatively low
computational and implementation complexity.

III. DATA-DRIVEN CONTROL SCHEMA

The proposed control scheme differs from the current
state-of-the-art schemes in that it does not rely on an assumed
or identified model of the disturbance. Instead, the scheme
utilises a sample of the disturbance to estimate its frequency
response [27], which is subsequently used in the design of
the controller. First, the control objective is converted from
the minimisation of the 2-norm of the time-domain error to
an equivalent objective in the frequency-domain. Then, the
objective is transformed into an iterative convex optimisation
problem for optimal fixed-structure controller synthesis.

Notations

M ≻ (⪰)N indicates that M−N is a positive (semi-)
definite matrix and M ≺ (⪯)N indicates M−N is negative
(semi-) definite. The transpose of a matrix M is denoted by
MT and its conjugate transpose by M∗.

A. Control objective

The objective of the desired controller K(z) is to minimise
the 2-norm of the error signal ∥e∥2. The spectrum of e(t),
E(e jω), can be represented as

E(e jω) =D(e jω)D(e jω)−N(e jω)N(e jω) (1)

where, D(e jω) and N(e jω) are the spectra of d(t) and n(t)
respectively,

D(e jω) =
1

1+K(e jω) DM(e jω) WFC(e jω) WFS(e jω)
,

N(e jω) =
K(e jω) DM(e jω) WFC(e jω)

1+K(e jω) DM(e jω) WFC(e jω) WFS(e jω)
,

and K(e jω), DM(e jω), WFC(e jω), and WFS(e jω) are the
frequency responses of K(z), DM, WFC, and WFS respec-
tively. The flux noise can be assumed to be white noise with
variance ς which is dependent on the flux of the guide star
and the readout noise of the wave-front sensor. Hence, the
expectation of the squared 2-norm of the error signal is

E
(
∥E∥2

2

)
= ∥DD∥2

2 +∥ς N∥2
2 . (2)

Then the control objective can be chosen as,

min
(
∥Wd D∥2

2 +∥WnN∥2
2

)
(3)
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Fig. 3: Control loop for a single mode of a typical AO system

where Wd(e jω) = D(e jω) and Wn(e jω) = ας are the filters
for disturbance rejection and noise minimisation respectively.
The parameter α serves as the trade-off factor that governs
the balance between disturbance rejection and noise minimi-
sation. This parameter can be finely tuned to align with the
hardware specifications and robustness requirements.

B. Data-driven controller optimisation

The direct data-driven frequency-domain controller syn-
thesis for (3) can be written as the optimisation [20],

min
K(z),Γ(ω)

1
2π

∫
Ω

Γ(ω)dω (4)

s.t. Closed loop is internally stable
(WdD)(WdD)∗+(WnN)(WnN)∗ ⪯ Γ ∀ω ∈ Ω

where Γ(ω) is a frequency dependent scalar and Ω is the
stability boundary for discrete-time systems,

Ω =
{

z ∈ C
∣∣ z = e jω , ω ∈ [0,2π)

}
.

Since the controller is assumed to be a digital IIR filter, it
can be factorised as K(z) = X(z)Y−1(z) with

X(z) =
n

∑
k=0

Xkz−k and Y (z) =
n

∑
k=0

Ykz−k

where, Xk and Yk are the optimisation variables. Then the
constraint in (4) can be written as,[

WdY W̄nX
][Φ∗Φ 0

0 Φ∗Φ

]−1 [
(WdY )∗

(W̄nX)
∗

]
⪯ Γ

where,

W̄n(e jω) =Wn(e jω) DM(e jω) WFC(e jω),

Φ(e jω) = Y (e jω)+G(e jω) X(e jω),

G(e jω) = DM(e jω) WFC(e jω) WFS(e jω).

Using the Schur complement lemma, an equivalent matrix
inequality can be found,[

Γ L

L∗ (Φ∗Φ) I

]
(e jω)⪰ 0 ∀ω ∈ Ω (5)

where, L =
[
WdY W̄nX

]
. This inequality is convexified

around a known initial controller Kc = XcY−1
c , using a lower

bound on Φ∗Φ:

Φ
∗
Φ ⪰ Φ

∗
Φc +Φ

∗
cΦ−Φ

∗
cΦc

where, Φc = Yc + GXc. This gives a convex optimisation
problem with linear matrix inequalities,

min
Xk,Yk,Γ(ω)

1
2π

∫
Ω

Γ(ω)dω (6)

s.t.
[

Γ L

L∗ (Φ∗Φc +Φ∗
cΦ−Φ∗

cΦc) I

]
(e jω)⪰ 0 ∀ω ∈ Ω

If the known initial controller Kc is stabilising, then using
[20, Theorem 2], it can be proven that the designed controller
K is also stabilising. The objective can be shown to be
non-increasing, as the initial controller is always a feasible
solution and the problem is convex in the optimisation
parameters. So, the final controller will converge to a local
minimum or a saddle point of the original problem. The
optimisation problem can be solved by gridding over the
frequencies and using the designed controller as the initial
stabilising controller for the next optimisation. Note that the
controller synthesis only needs the evaluation of the filters
and system at the selected frequency points. Therefore, it
is possible to directly employ the non-parametric frequency
responses in the optimisation procedure.

The required non-parametric frequency responses can be
estimated using the Fourier analysis method from the finite
input/output sampled data. For example, the frequency re-
sponse of P(e jω) can be computed ∀ω ∈ [0,π/Ts) as [27]:

P(e jω) =

[
N−1

∑
k=0

I(k)e− jωTsk

][
N−1

∑
k=0

O(k)e− jωTsk

]−1

(7)

where N is the number of data points for each experiment,
Ts is the sampling period, and each column of I(k) and O(k)
represents respectively the inputs and the outputs at sample
k from one experiment. It is assumed that the input signal is
persistently exciting.

For the robust controller synthesis, an additional constraint
on the modulus margin m of the closed loop system is added.

∥D∥
∞
≤ m−1 =⇒ (mD)(mD)∗ ⪯ 1 ∀ω ∈ Ω

This can be converted into linear matrix inequality and added
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Fig. 4: Disturbance spectrum for variations in the atmo-
spheric conditions

as an additional constraint.

min
Xk,Yk,Γ(ω)

1
2π

∫
Ω

Γ(ω)dω (8)

s.t.
[

Γ L

L∗ (Φ∗Φc +Φ∗
cΦ−Φ∗

cΦc) I

]
(e jω)⪰ 0 ∀ω ∈ Ω[

I mY
(mY )∗ Φ∗Φc +Φ∗

cΦ−Φ∗
cΦc

]
(e jω)⪰ 0 ∀ω ∈ Ω

IV. NUMERICAL SIMULATIONS

In principle, the proposed schema is agnostic to the mode
in question and can be used for designing controllers for
all modes of the AO system. However, in this paper, only
tip/tilt modes are considered. This is because up to 90 % of
the wavefront error is in the tip/tilt modes, and designing
controllers for these modes can result in significant perfor-
mance improvement with minimal increase in complexity.
The proposed schema is compared to the classical control
scheme used in the AO system, an ‘integrator’ controller
with an optimised gain, and to a more state-of-the-art control
scheme, a ‘Type2’ controller consisting of two cascaded
integrators along with an optimal gain and a lead filter to
ensure stability [28], [29].

This study simulates disturbances in the the Near-IR
Adaptive Optics System (NFIRAOS) [21] of the Thirty Meter
Telescope (TMT) [22] due to atmospheric turbulence, tele-
scope windshake, and internal vibrations in the AO system.
The telescopic windshake is modelled using FEM study of
the telescope and the environment [30]. Transient displace-
ment time series due to the vibration of TMT are applied to
the NFIRAOS mounting locations and displacement/rotation
responses for each optical element are computed to generate
wavefront error variations [31]. Fig. 4 shows the variations
in total disturbance observed under different observation
conditions (see table I). For the NFIRAOS system, the typical
sampling frequency is 100 Hz to 800 Hz. Measurement noise
arises from flux noise and sensor readout. Sensor readout
noise is more significant in conventional detectors. The
study designs tip/tilt controllers of order 5 to minimise
computational load and reduce closed-loop error signals.

The performance of the controller is measured as the
attenuation of the open-loop RMS. The attenuation of the

TABLE I: Variations in the atmospheric conditions

Variations Nominal Condition

Wind speed [ms−1] 5 to 50 10
Fried’s parameter [] 0.08 to 0.30 0.15
External scale of turbulence [m] 15 to 40 30
Gain for
instrument disturbance [] 1 to 10 1

Percentile scale of
windshake for TMT [%] 50 to 95 50

RMS value in dB is given by,

Attenuation = 20log10

(
RMSCL

RMSOL

)
(9)

where, RMSCL and RMSOL are the closed-loop and open-
loop RMS of the error signal respectively.

A. Effect of variations in photon flux

A user of the AO system has access to the photon flux
of the guide star a priori and needs to choose an appro-
priate sampling frequency for the AO system based on this
information. To assist with this process, a chart correlating
the photon flux to the sampling frequency is generated and
provided to the user.

Fig. 5 depicts the performance of various controllers
under two scenarios: one without readout noise in the WFS
sensor and the other with a small amount of readout noise.
In the noise-free case, higher sampling frequencies benefit
integrator and Type2 controllers’ attenuation at high photon
fluxes, while the data-driven controller’s attenuation doesn’t
depend on the sampling frequency. With readout noise,
higher sampling frequencies improve attenuation for high
photon fluxes but worsen it for low photon fluxes for all
controllers. Crucially, the data-driven controller consistently
outperforms the other controllers across the entire range of
photon fluxes.

B. Effect of variation in atmospheric conditions

This sub-study aims to account for changing atmospheric
conditions during observations, requiring robustness. The
nominal sampling frequency of 400 Hz and 1600 photons
per timestep is chosen representing a fairly bright guide star.
Atmospheric condition variations are detailed in table I and
the ‘average’ night at the location representing the nominal
condition. The ‘robust’ control scheme gathers initial data
and computes the controller for the entire observation dura-
tion.

Robust controllers using the three approaches are designed
for the nominal atmospheric condition by setting appropriate
robustness margins, and their performances are compared for
different atmospheric conditions. For the integrator, manual
tuning of the gain is done to achieve the desired robustness
whereas, for the Type2 controller, the lead filter is tuned
to obtain the desired phase margin of 45◦. As for the
proposed approach, an additional constraint is added to attain
a modulus margin of 0.5 as described in (8).
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Fig. 5: Attenuation under variations in photon flux
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Fig. 6: Probability density function (PDF) of the achieved
attenuation for the variations in the atmospheric conditions

Fig. 6 shows the probability density function (PDF) of the
attenuation of the controllers. Not only does the data-driven
controller outperform other controllers, but it also exhibits
reduced sensitivity to variations in atmospheric conditions.

C. Effect of external narrowband disturbance

Some electrical components such as cryocoolers, motors
and fans can introduce sinusoidal narrowband disturbances,
typically 30 Hz to 60 Hz, to the AO system. Since these
disturbances are usually active for a significant time, the con-
troller should have a good rejection for these disturbances.
The study assumes that only the presence of the disturbance
is known, but not its actual characteristics. For integrator
and Type2 controllers, the gains are re-optimised, whereas
the proposed approach involves adding a peak filter, with a
centre frequency of 45 Hz and bandwidth of 15 Hz, to the
Wd to indicate the presence of the narrowband disturbance.

Table II gives different variations of the narrowband distur-
bance considered in the study. It can be observed from Fig. 7
that there is an attenuation gain of 20 dB to 25 dB against

TABLE II: Variations of the external narrowband disturbance

Variations

RMS [mas] 1 to 21
Centre frequency [Hz] 40 to 50
Bandwidth [Hz] 6 to 30

40 45 50
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Fig. 7: Attenuation gain of data-driven controller compared
to integrator and type2 controller when narrowband distur-
bance is accounted for during controller design

integrator, and 25 dB to 30 dB against Type2 controller.

D. Effect of external chirp disturbance

Chirp disturbances, which are transient and naturally damp
quickly, might be introduced in the AO system due to
some mechanical disruptions. Designing a controller which
considers these disturbances might not be useful, but their
impact on the performance of the controller needs to be
studied. Fig. 8 shows the closed-loop response for different
controllers under chirp disturbance. Data-driven controller
performs better than the other controllers and is robust to
chirp disturbances.
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Fig. 8: Closed-loop response under a chirp disturbance

V. CONCLUSIONS AND OUTLOOK

This paper introduces a robust data-driven vibration con-
trol scheme that leverages input-output data from adaptive
optics (AO) systems, as well as the disturbance spectrum.
The approach offers an intuitive method for defining ob-
jectives that accommodate various external disturbances af-
fecting AO systems. The suggested control scheme sur-
passes existing state-of-the-art controllers and demonstrates
enhanced resilience across diverse atmospheric conditions.
Moreover, it exhibits notable enhancements for two key
categories of external disturbances likely to occur within the
telescope’s structure: narrowband disturbances originating
from electrical components and chirp disturbances stemming
from mechanical perturbations. In a subsequent investigation
[32], the proposed scheme was implemented and validated
on an actual test bench, showcasing improvements of up to
50% in residual error.
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“Forecasting wavefront corrections in an adaptive optics system,”
Journal of Astronomical Telescopes, Instruments, and Systems, vol. 8,
no. 2, p. 029003, May 2022.

[11] A. P. Wong, B. R. M. Norris, P. G. Tuthill, R. Scalzo, J. Lozi, S. B.
Vievard, and O. Guyon, “Predictive control for adaptive optics using
neural networks,” Journal of Astronomical Telescopes, Instruments,
and Systems, vol. 7, no. 1, p. 019001, Feb. 2021.

[12] M. A. van Kooten, R. Jensen-Clem, S. Cetre, S. Ragland, C. Bond,
J. Fowler, and P. Wizinowich, “Status of predictive wavefront control
on Keck II adaptive optics bench: On-sky coronagraphic results,” in
Techniques and Instrumentation for Detection of Exoplanets X, S. B.
Shaklan and G. J. Ruane, Eds., vol. 11823. SPIE, Sep. 2021, p. 43.

[13] G. Agapito, B. Giorgio, D. Mari, D. Selvi, A. Tesi, and P. Tesi,
“Frequency-based design of Adaptive Optics systems,” in Proceedings
of the Third AO4ELT Conference - Adaptive Optics for Extremely
Large Telescopes, Florence, Italy, May 2013.
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