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Abstract— This paper presents a framework for parameter
estimation of Solid Oxide Electrolyzer Stack (SOES) model. The
complexity of multi-physics in SOES models poses a unique
challenge for parameter identification due to the presence
of nonlinearities, the large number of parameters, and few
available measurements. Consequently, this study presents an
enhanced method of parameter estimation, based on the Gauss-
Newton optimization algorithm, incorporating a truncated Sin-
gular Value Decompostion (SVD) of a normalized sensitivity
matrix. This modification prioritizes the update of parameters
in the directions of high sensitivity while limiting the condition
number of the matrix inverted to choose the step size, thus
attenuating the adverse effects of noise and model errors
unavoidable in the estimation process. This departure from the
conventional approaches, allows a more nuanced and effective
identification strategy tailored to the intricacies of SOESs. The
proposed method is validated using data from an experimental
test bench and compared to other identification methods.

Index Terms— SOEC, electrochemical systems, parameter
identification, sensitivity function, singular value decomposition,
optimization.

I. INTRODUCTION

Concerns related to climate change have increased in
the past several years and necessitate the development and
commercialization of alternative, renewable, and carbon-
neutral energy production and storage technologies. Among
the different possibilities, Solid Oxide Electrolyzer Cells
(SOECs), or high-temperature electrolyzers, known for its
ability to produce clean hydrogen without carbon emissions,
can significantly contribute to the global transition away from
fossil fuels [1]. To enhance efficiency, SOECs are often set up
in a modular configuration to form a stack (SOES). However,
the deployment of solid oxide cell systems in the market is
still limited. This can be attributed to shortcomings related to
the durability, reliability, and high cost of current versions
[2]. Addressing these issues through advanced monitoring
and diagnostics is crucial for enhancing the technology’s
reliability and efficiency, thus supporting its integration into
the energy landscape.

In this context, mathematical models have become es-
sential tools, yet require knowledge of multiple parameters
that are often impossible to measure directly. The accuracy
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of these models depends on the adequate choice of these
parameters, that are often fitted from experimental data.
Therefore, the parameter identification problem is important
for the development of reliable diagnostic methods for SOES
systems.

Many mathematical models for Solid Oxide Cells (SOC)
in fuel cell mode (SOFC) or electrolysis mode (SOEC)
have been described in the literature, describing the bal-
ance laws and electrochemical behavior in zero-dimensional
(or lumped-parameter) models [3], one-, two- or three-
dimensional partial differential equation (PDE) models [4],
[5] and [7]. These models are established mostly at the
individual cell level and are scaled up in the case of a full
stack by multiplying the cell voltage by the number of series-
connected cells constituting the stack.

Most of the current literature on SOEC/SOFC parame-
ter identification focuses on parameter fitting, specifically
aligning the model outputs with experimental data. How-
ever, little work has been done to explore under which
circumstances the experimental data is sufficiently rich to
independently estimate all the parameters. For instance, in
[8], the parameters of the electrochemical model for SOFC
are estimated using an extensive set of experiments and
applying the distribution of relaxation time method (DRT).
In [9] and [10], an "all-in-one" strategy is used to fit more
than ten parameters from experimental data, employing a
non-linear curve fitting method and a genetic algorithm,
respectively. This proliferation of parameters that require
fitting is a common occurrence in electrochemical models,
as evidenced in studies concerning battery systems or other
types of fuel cells [12] .

In order to address the issue of parameter identifiability
in battery models, the authors in [12] and [13] compute
the sensitivity matrix of the outputs with respect to the
different parameters. This matrix represents the local impact
of parameter changes on the available measured outputs as a
function of time. Using this information, a correlation matrix
can be established along a trajectory (or an experimental
run) in order to assess which parameter subsets can be inde-
pendently identified and which produce similar variations in
the outputs. Once the relative directions of sensitivity matrix
have been established, it is possible to group and rank them
manually based on their importance and impact on the output
for a sequential parameter estimation as a final step.

Inspired by these results, this paper introduces a different
approach for parameter estimation utilizing sensitivity equa-
tions that, instead of using manual clustering and ad hoc
parameter choices for the identification process, uses a varia-
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tion of the Gauss-Newton algorithm and a truncated singular-
value decomposition (SVD) to automate the improvement
directions that are followed at every step. This automated
process directs the optimization algorithm towards the most
influential parameters, thereby enhancing efficiency, while
imposing limits on the condition number of the linear system
that is solved at each iteration of the optimization. This
truncation is designed to alleviate the effects of measurement
noise and prevent the algorithm from taking too large steps
in directions where the sensitivity is particularly low. This
has the advantage of avoiding non-physical parameter values
and decreasing the estimated parameter variation when noise
is present in the measurements.

This paper is structured as follows: Section II delves
into SOEC technology and the electrolysis process; Section
III outlines the proposed parameter identification method;
Section IV presents the validation of the method using
experimental data from a SOES system and a comparison
to other identification methods. Finally, Section V presents
the conclusions and future perspectives.

II. STACK DYNAMIC MODEL

A. SOEC technology

Solid Oxide Electrolyzer Cells (SOECs) split steam into
hydrogen H2(g) and oxygen O2(g) gases at high temperatures
(700◦C− 800◦C). This high-temperature operation partially
replaces the need for electrical power by utilizing heat,
improving the overall energy conversion efficiencies. High
temperatures also accelerate chemical reactions, making the
overall process more thermodynamically efficient. Essen-
tially, SOECs use high temperatures to achieve more effec-
tive and efficient hydrogen production, capitalizing on both
thermal and electrical energies for a more sustainable and
cost-effective process.

Fig. 1. Schematic of Cross-
flow Single repeating Unit [6]
(at the cell level).

Fig. 2. Studied test bench (at
the system level).

As shown in Fig. 1, the Solid Oxide Electrolyzer Cells
(SOECs) are comprised of three key components: the elec-
trodes, the electrolyte, and the interconnect plates [6]. The
electrodes, which include an anode and a cathode, play
a crucial role in facilitating the electrochemical reactions
(1). In particular, water molecules are first reduced in the
cathode to form Hydrogen gas and charged oxygen ions.
These ions are transported through the electrolyte, mainly
due to diffusion and electric potential differences, and then
oxidized on the Anode to form Oxygen gas [5]. Additionally,

electrical connections on both sides of the cell are required to
close the circuit so that the electronic exchange (i.e. current
flow) can be maintained

Cathode : H2O(g)+2e−→ H2(g) +O2− (1a)

Anode : O2−→ 1
2

O2(g) +2e− (1b)

Overall : H2O(g)→
1
2

O2(g) +H2(g) (1c)

In this paper, a dynamic model is developed for a cell,
also called single repeatable unit (SRU), and then scaled up
to the stack level by assuming a uniform behavior across
all units. The model integrates energy balance equations,
reaction kinetic models, and mass transport models, that
will be detailed in the next subsections. Additionally, Ohm’s
law is applied to account for the electrical conductivity
and resistance variation within the cell, with assumptions
based on ideal gas behavior due to the high operational
temperatures [14]. Given the SOEC operation at atmospheric
pressure, the model is simplified by neglecting the pressure
drop across the air and fuel compartments.

B. Thermal Balance equation:

In our model, the energy balance equation is simplified
by assuming the air outlet temperature is representative of
the overall stack temperature, consolidating the anode and
cathode temperatures into a single value, denoted Ts. The
mass balance equation is represented by the relation [4]:

Kstack
dTs

dt
= Ė in− Ėout + IVs−∆Ĥr +Qconv (2)

where Kstack is the stack lumped heat capacity, ∆Ĥr is the
enthalpy of formation, Vs is stack voltage, I is the current
applied to the stack, and Ė in and Ėout denote the energy flows
in and out of the stack respectively, further decomposed as:

Ėα = Ṅα
j ∑

i
yα

i hi(T α
j ) (3)

were, yα
i represents the molar fraction of the ith gas compo-

nent, i∈{H2,H2O,O2,N2} with its corresponding molar flow
rate Ṅ j, where j ∈ { f uel,air}, at the respective locations in-
dicated by α ∈ {in,out}. The temperatures at these locations
are denoted by T α

j , and hi represents the enthalpy of the
gases, calculated using from the NIST data tables [15]. The
term Qconv in (2) encompasses the convective heat exchange
occurring among the air, fuel, furnace, and stack:

Qconv = hconv
air,stack(T

in
air−Ts)+hconv

f uel,stack(T
in
f uel−Ts)

+hconv
oven,stack(Toven−Ts)

(4)

Where hconv
j,stack and hconv

oven,stack are the convective heat coeffi-
cients, were fitted from experimental data.

C. Mass balance

According to the law of conservation of mass, the expres-
sion for the molar fraction (yi) of component i in the channels
is given by:

PVch

RTs

dyi

dt
= Ṅin

j yin
i − Ṅout

j yout
i + ri (5)
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for i ∈ {H2,H2O,O2}, j = { f uel,air}, where Vch is the vol-
ume of the of the fluids inside the channels, P is the pressure
of the fluids in Pascals (Pa), R is the gas constant equal to
8.314 J/(molK), and ri represents the produced/consumed
flows described according to Faraday’s law as:

rH2 =−rH2O = 2rO2 =
I

2F
(6)

Where F is the Faraday constant. The output flow rate for
the fuel and air side is calculated as follows:

Ṅout
j = Ṅin

j +∑ri (7)

D. Electrochemical model

The stack voltage Vs is given by the cell voltage, Vcell ,
multiplied by the number of cells in the stack, Ncell , as
follows:

Vs = NcellVcell = Ncell(Vnernst +ηohm +ηact +ηconc) (8)

where ηohm, ηact , ηconc represent ohmic, activation, and
concentration overpotential, respectively.
The reversible thermodynamic voltage is:

Vnernst = E0(Ts)+
RTs

2F
ln

(
yH2y0.5

O2

yH2O

)
(9)

Where E0 refers to the Gibbs free-energy change of the
reaction.

1) Ohmic resistance: is the voltage loss due to resistance
to the flow of electrons through electrodes and interconnec-
tions and the flow of ions through the electrolyte. It is as
follows Eohm

act :

ηohm = IRsexp
(

Eohm
act

R
1
Ts

)
(10)

Where Rs is the electrolyte resistance and Eohm
act is the

activation energy for ion transport. These parameters are
fitted from the experimental data [16].

2) Activation Overpotential: is the energy required to
overcome the reaction barriers at the electrodes, and it is
determined using the Butler-Volmer equations [18].

ηact =
RTs

F

[
sinh−1

(
I

2I0,an

)
+ sinh−1

(
I

2I0,cath

)]
(11)

Where the exchange current densities for anode and cathode
I0,an and I0,cath follow the Arrhenius’s law [5]:

I0,cath = γcathyζ

H2
yθ

H2O exp
(
−Ecath

act

RTs

)
(12)

I0,an = γanyκ
O2

expexp
(
−Ean

act

RTs

)
(13)

The exponents ζ , θ , and κ are fixed to be equal to 0.066,
0.81, and 0.15 respectively according to [17]. While γan and
γca and the activation energies for corresponding reactions,
Ean

act and Ecath
act , are identified from experimental data.

3) Concentration Overpotential: arises due to the drastic
reduction in the concentration of the reactants at the elec-
trodes [5], [16].

ηconc =
RTs

2F
ln
(

yH2,T PByH2O

yH2yH2O,T PB

)
+

RTs

4F
ln
(

yO2,T PB

yO2

)
(14)

yH2O,T PB = yH2O−
RTs

2F
dcath

De f f
H2O,H2

Pf uel
I (15)

yO2,T PB = 1+(yO2 −1)exp

(
−RTs

4F
dan

De f f
O2,N2

Pair
I

)
(16)

Where yi,T PB is the partial pressures of the specie i at
the interface electrode/electrolyte, di is the thickness of the
electrodes - anode or cathode, and De f f

i, j is the effective
diffusion coefficient [5] - [19].

E. State-space formulation

All the equations above are presented in state-space form
as follows:
• The state vector x = [yH2 yH2O yO2 Ts]

T :

ẏH2 =
RTs

PVch
(Ṅin

f uely
in
H2
− Ṅout

f uely
out
H2

+
I

2F
),

ẏH2O =
RTs

PVch
(Ṅin

f uely
in
H2O− Ṅout

f uely
out
H2O−

I
2F

)

ẏO2 =
RTs

PVch
(Ṅin

airy
in
O2
− Ṅout

air yout
O2

+
I

4F
)

Ṫs =
[
(yin

H2
hH2(T

in
f uel)+ yin

H2OhH2O(T in
f uel))Ṅ

in
f uel

+(yin
O2

hO2(T
in

air)+ yin
N2

hN2(T
in

air))Ṅ
in
air

−(yout
H2

hH2(Ts)+ yout
H2OhH2O(Ts))Ṅout

f uel

−(yin
O2

hO2(Ts)+ yin
N2

hN2(Ts))Ṅout
air

+IVs +Qconv(Ts)− rH2∆Ĥr(Ts)
]
/Kstack

(17)
• The controllable inputs are:

u = [I Ṅin
f uel Ṅin

air yin
H2

yin
H2O T in

f uel T in
air Toven]

T (18)

• The measured output Y :

Y =Vs(x,u,λ ) (19)

Where Vs is defined in (8), and λ is the vector of unknown
parameters that need to be fitted using experimental data:

λelech = [Rs Eohm
act γan γcath Ean

act Ecath
act ]T

λthermal = [Kstack hair,stack
conv h f uel,stack

conv hoven,stack
conv ]T

λ = [λ T
elech λ T

thermal ]
T

Parameters Rs Eohm/an/cath
act γan/cath Kstack hair,stack

conv

Units KJ/mol A/cm2 Ω · cm2 J/K W/K

TABLE I
PHYSICAL PARAMETERS AND THEIR UNITS
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Even though in this paper we consider four thermal
(λtherm) and six electrochemical (λelech) parameters (see
Table I), other models may include even more parameters.
For instance [9]-[10], has a model requiring 13 parameters.
In this work, we fixed the exponents ζ , θ , and κ from the
literature [17], in order to slightly reduce the complexity of
the parameter identification process [5].

From the state space equations (17), it can be seen that
the identification problem is nonlinear. Additionally, the
challenge is compounded by the presence of a substantial
number of physical parameters requiring identification and a
reduced number of available measurements. To address this
issue, constrained nonlinear identification techniques offer a
potential solution. However, employing such methodologies
may result in solutions where some identified parameters
saturate at the predefined physical boundaries set by the
user. This raises the question of whether these parameters
are identifiable along the considered excitation trajectory and
whether prioritizing their selection over direct identification
efforts is advisable. In the subsequent section, we will
introduce a systematic approach for parameter estimation,
utilizing a modified algorithm of the Gauss-Newton method.

III. PARAMETER IDENTIFICATION FRAMEWORK

In this section, the fundamental theory for sensitivity anal-
ysis in the optimization problem, which forms the basis of
this work, is presented explaining the framework employed
for the parameter estimation algorithm.

A. Sensitivity function-based identification algorithm

In the literature, the vast majority of methods estimate
all necessary parameters from available experimental data.
Nevertheless, depending on the specific trajectories of the
nonlinear system, not all the outputs are necessarily sensitive
with respect to variations of all parameters. Ignoring this
information in the estimation process will induce significant
estimation errors due to measurement noises or outliers
[11] and give inaccurate, and unreliable estimations. By
incorporating the sensitivity of output to parameters into the
optimization algorithm, the parameter estimation process can
be improved. This method directs the search towards the
most sensitive parameter directions, minimizing the impact
of measurement noise. Sensitivity measures how output
dependency on parameter values changes with specific input
trajectories.

1) Sensitivity differential equations: From the equations
presented in Section II, we can present the model as an
ordinary differential system of equations (ODEs) with the
following form: {

ẋ = f (x,λ ,u)
Y = h(x,λ ,u)

(20)

Denote x ∈ R4 is the state vector, Y ∈ R1 is the measured
output (19), u∈R8 is the control input (18), and λ ∈Rnp is
the vector of parameters which we want to identify, where
np = 10 is the number of parameters.

The local sensitivities are defined as the first-order partial
derivatives of the states/output with respect to the param-

eters. Where St
x(λ , t) =

∂x
∂λ

(λ , t) ∈ R4×np , and St
y(λ , t) =

∂Y
∂λ

(λ , t) ∈ R1×np are the sensitivity matrices, defined for
each time t.

We used the sensitivity differential equations presenting
the evolution of the sensitivity variables in time, as in [12],
[21]. Thus we augment the number of ODEs and we calculate
at each time step, in addition to the integration of the states,
the sensitivity matrices:

Ṡx =
∂ f
∂x

Sx +
∂ f
∂λ

Sy =
∂h
∂x

Sx +
∂h
∂λ

(21)

The Jacobians in (21) can be numerically calculated. How-
ever, to address potential issues such as step size selection
or the choice of finite difference method when numerically
calculating the Jacobians in (21), we opted for an alternative
approach. Specifically, rather than deriving the Jacobians by
hand, we utilized a symbolic framework to compute them
analytically. In this work, we employed CasADi [22] for
efficient Jacobian calculations and used the IDAS integrator
provided by SUNDIALS [23] for integration.

B. Parameter identification algorithm

For a single parameter, let us define an error trajectory
as the difference between the predicted and experimentally
measured values of the outputs in our system, evaluated at
available time steps:

ε(λ ) =Vs(λ )−V exp (22)

where the length of the vector ε corresponds to the number
of time samples. We can then define an objective function
to minimize as (half) the sum of the squared values of the
error:

J =
1
2

ε(λ )T
ε(λ ) (23)

The first-order partial derivative of J with respect to the
parameter vector λ is as follows:

∂J
∂λ

= ε(λ )T ∂ε(λ )

∂λ
= ε(λ )T ∂Y

∂λ
= ∑

t
εt(λ )St

y(λ , t) (24)

The Gauss-Newton method uses a first-order Taylor expan-
sion of the cost function to have the following iteration of
the parameters [24]:

λk+1 = λk−βk

(
∂J
∂λ

T
∣∣∣∣∣
k

∂J
∂λ

∣∣∣∣
k

)−1
∂J
∂λ

T
∣∣∣∣∣
k

ε(λk)

= λk−βkS†
yε(λk) (25)

Where S†
y is the pseudo-inverse of the concatenation of the

values of St
y for all time steps. For notational compactness,

in the rest of this paper, we will use the notation Sy ∈RnT×np

to refer to the full concatenation of St
y values for each

time step (nt being the number of time steps). Furthermore,
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the parameter βk, allows for the adaptation of the step-size
at each iteration using a simplified line search technique
[24]. It is essential to tune this parameter properly to have
faster convergence and to converge to the local minima. The
importance of βk parameter will be discussed in the next
section.

Due to the difference in orders of magnitude between the
different parameters and outputs, a normalization of Sy is
important:

Sy,nrm = SyΓ (26)

Where Γ= diag( λ1
∥Y∥ , . . . ,

λp
∥Y∥ ) is a diagonal weighting matrix

chosen as a function of the order of magnitude of each
parameter divided by the order of magnitude of the output.

Afterwards, a truncation of the matrix S†
y,nrm using a

singular value decomposition (SVD) with a threshold value
is used to avoid considering evolution directions with low
sensitivities or ill-conditioned matrices in the pseudo-inverse
computation in (25). This also limits the sensitivity of the
steps with respect to small measurement errors or noise.
Instead of using fixed a priori knowledge of linear depen-
dence between the output sensitivity to different parameters
(which is not always the same for a nonlinear system) for
all iterations, we instead use a different truncation of S†

y for
each time-step using the following threshold:

σthr = max{σ1,1×TOLrel , TOLabs} (27)

Where the singular values that are smaller than σthr are
treated as zeros during the computation of the pseudo-
inverse matrix. σ1,1 is the first and higher singular value,
and the relative and absolute thresholds (TOLrel = 10−4

and TOLabs = 10−1, respectively) are selected to keep high
singular values in each iteration, thus high sensitivities.
The value of TOLrel is related to the condition number of
the sensitivity matrix, controlling how ill-conditioned the
matrix is during inversion. While TOLrel aims to prevent
the algorithm from giving too much importance to small
singular values, which could amplify numerical errors. On
the other hand, TOLabs is introduced to handle situations
where the parameters exhibit a lack of sensitivity, ensuring
that directions with very low sensitivity are not considered
in the pseudo-inverse computation. This truncated version
of the sensitivity matrix is used in the computation of the
required pseudo-inverse in (25).

The pseudo-code of the proposed identification approach
is presented in Algorithm 1.

C. Initial Guess

Since the problem is highly nonlinear, the selection of the
initial guess plays a key role in preventing the optimization
process from converging to local minima. For this reason,
the initial guesses used for the electrochemical parameters
(λelec) are based on :
• The impedance measurements at high frequency for the

ohmic resistance parameters in (10) [20].
• Based on the literature for the other parameters related

to the activation overpotential [5]-[20].

Algorithm 1 Sensitivity function-based parameter identifica-
tion

Input: Experimental data, initial guess λ0, β0 TOLrel ,
and TOLabs, N

Output: Identified λ̃

1: Initialize: λ ← λ0, β ← β0, N
2: for k = 1,2, . . .N do
3: for t = t1, . . . , tend do
4: xk = F(xk−1, λk, uk−1) ▷ F is the discretized

function of f
5: Yk = h(xk, λk, uk−1)
6: Sxk , Syk
7: end for
8: εk = Yk−Y exp

9: Syk,nrm = Syk ×Γ ▷ Normalize Syk
10: USV T = svd(Syk,nrm)
11: Sy,r =USrV T ▷ Sr is the truncation of S
12: ∂λk = −βk(Sy,r)

†εk ▷ βk is updated with a line
search technique

13: λk+1← λk +Γ−1δλk
14: end for

However, for the thermal parameters λthermal , the initial guess
is put based on the geometries and materials of the stack.

IV. EXPERIMENTAL VALIDATION AND DISCUSSION

In this section, the modified sensitivity function-based
Gauss-Newton method given in Algorithm 1, is applied to
identify the parameter vector λ using experimental data. The
data was obtained from the test bench in Fig. 2 with Ncells
in the stack, which are cathode-supported cells, where each
cell is instrumented to record its voltage.

Electrochemical Impedance Spectroscopy (EIS), was con-
ducted on the stack shown in the Fig. 2. Additionally, various
sensors measure the inlet temperature and pressure of the fuel
and air, the voltage across each cell, the inlet flow rates of
the gases, and the outlet flow rate of the produced hydrogen.
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Fig. 3. Current density and Fuel flow rate inputs.

Different I−V curves at different fuel flow rates, with the
same inlet gas composition are applied during tests, as in
Fig. 3, to assess performance losses under varying current
conditions, aiding in the parameter fitting process.
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Taking the initial guess defined in subsection C of the
previous section, the algorithm takes around 150 iterations
to converge to a 1.45 mean square error with an adaptive β ,
and more than 200 iterations when using fixed β as shown
in Fig. 4.
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Fig. 4. Cost of objective function based on Sensitivity function-based with
a fixed and adaptive step.

Figure 4 shows the importance of tuning and adapting β

in each iteration. In fact, choosing a very small and fixed
value of β is computationally very expensive. Conversely,
choosing a bigger fixed value of β will increase the cost
function for some iterations as in Fig. 4, potentially resulting
in overshooting local minima or, in some cases, in divergence
of the algorithm.
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Fig. 5. Evolution of β , using the adaptive step approach in Fig.4.
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Consequently, updating β in each iteration is essential to
keep the cost function decreasing monotonically, as shown in
Fig. 5 where the values of β are illustrated in each iteration.
In the line search algorithm that we used, a maximum limit
of β is put equal to 200.

As mentioned before, the truncation of the sensitivity
matrix Sy is the main feature of the proposed approach.
This enables the algorithm to choose the parameter update
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Fig. 7. Absolute voltage error between the simulated and experimental

voltage with different optimizers: 100
|V s−Vexp|

Vexp

direction only in those directions that are associated to
large singular values while computing the pseudo-inverse in
(25). To show the automated selection of descent directions,
Fig. 6 shows that the rank of the corresponding truncated
sensitivity matrix. This corresponds to the number of linearly
independent directions used to explore and search for a
solution to λ at each step of the modified Gauss-Newton
method. It can be seen that the algorithm does not use the
same number of directions at each iteration.

Table II presents the value of parameters which are the
initial guess (I.G. column), the solutions of the modified
Gauss-Newton algorithm with an adaptive (Adaptive β col-
umn) and fixed step β (Fixed β column) respectively with
the classical Gauss-Newton iteration (G-N column) without
truncation and normalization of the sensitivity matrix, a
nonlinear optimization algorithm (fmincon column). All the
methods used the same initial condition. Using these values,
the absolute relative error of the voltage output is presented
in Fig. 7.

It is important to emphasize that when using the classical
Gauss-Newton iteration, the code breaks after two iterations.
This termination occurs because some of the parameters
calculated take negative values appearing inside logarithms
(which have no physical interpretation, as presented in the
column before the last in Table II). This happens despite the
choice of a small step size β and is related to low sensitivity
directions in the parameter space.

Parameters I.G. Adaptive β Fixed β G-N fmincon
Rs 0.17 0.1403 0.34 −977.13 0.37

Eohm
act 130 155 95 165e3 79

Ean
act 83 65 50 −404e5 10.5e−3

Ecath
act 159 85 56 114 91
γan 4.2e4 4.37e4 4.3e4 3.88e12 6.3e4

γcath 2.76e6 2.4e4 5e6 −1.14e7 2.7e6
Kstack 20 24.8 3.03 95.8 1.9e4

hair,stack
conv 1.8 2.6 1.9 173.7 1.09e5

h f uel,stack
conv 41.52 30 41.6 122.06 2.76e4

hoven,stack
conv 146.7 137.8813 64 784 2e5

TABLE II
PARAMETER VALUES WITH THE CLASSICAL, MODIFIED

GAUSS-NEWTON TECHNIQUE WITH ADAPTIVE AND FIXED STEP SIZE,
AND FMINCON.
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A comparison is also made with ‘fmincon’, one of the
well-known constrained (local) optimization algorithms in
MATLAB. Here we have imposed positivity of all parame-
ters to avoid the issue encountered with the Gauss-Newton
algorithm previously: Despite this positivity constraint, the
parameters found with fmincon use the local information
of cost decrease in all directions (including those of low
sensitivity) and give parameters that are less physically
meaningful than those obtained with the proposed method.
It can be seen that several of them are far from the expected
orders of magnitude (illustrated by the initial guess).

Fig. 7 shows the voltage behaviors from the calibrated
model using a different dataset than that used in the optimiza-
tion. The proposed method gives error values comparable to
those obtained with ‘fmincon’, yet the physical meaning of
the parameters is retained. Furthermore, the step adaptation
strategy also shows similar levels of error after roughly half
the number of iterations as the fixed-step method. It ensures
that the algorithm does not diverge if the cost function is too
flat (analogous to the problems that appear when using the
Gauss-Newton method).

V. CONCLUSIONS AND FUTURE WORKS
A. Conclusions

In this paper, we have presented an extension of the Gauss-
Newton method for systematically identifying electrochemi-
cal parameters in a Solid Oxide Electrolyzer (SOEC) model.
The approach uses the output sensitivity information, quan-
tifying how parameter variations impact the model outputs.
This information is derived from the sensitivity differential
equation through a symbolic framework and is then exploited
using a truncated singular value decomposition in order to
iteratively update the parameter estimates. This approach
is validated using experimental data, demonstrating conver-
gence to a solution consistent with the literature and expected
trends and significantly reduces the square error of the model.
While the physical significance of the solution cannot be
definitively confirmed due to the lack of knowledge of actual
parameters, the results indicate that the method provides a
reliable fit within the given model framework. Furthermore,
the proposed approach is compared to a standard Gauss-
Newton method and the Matlab ‘fmincon’ function.

B. Future Works

Future work will focus on improving the accuracy and re-
liability of parameter estimation by incorporating confidence
intervals to quantify the uncertainty in the estimates. This
will enhance the robustness of the model and provide a more
solid foundation for subsequent tasks such as fault detection,
diagnosis, and prognosis.
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