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Abstract—We consider the problem of estimation of an un-
known real valued function with real valued input by an agent.
The agent exists in 3D Euclidean space. It is able to traverse
in a 2D plane while the function is depicted in a 2D plane
perpendicular to the plane of traversal. By viewing the function
from a given position, the agent is able to collect a data point lying
on the function. By traversing through the plane while paying a
control cost, the agent collects a finite set of data points. The set
of data points are used by the agent to estimate the function. The
objective of the agent is to find a control law which minimizes the
control cost while estimating the function optimally. We formulate
a control problem for the agent incorporating an inference cost
and the control cost. The control problem is relaxed by finding
a lower bound for the cost function. We present a kernel based
linear regression model to approximate the cost-to-go and use
the same in a control algorithm to solve the relaxed optimization
problem. We present simulation results comparing the proposed
approach with greedy algorithm based exploration.

I. INTRODUCTION

Exploration problems have received significant attention in
system identification, dual control theory and reinforcement
learning literature. The objective of exploration problems is to
find paths in discrete state space (for eg. graphs) or continuous
state space (of a dynamical system) which are optimal towards
the learning of unknown parameters. The systems have addi-
tional tasks (eg. maximizing rewards) which eventually leads
to trade-off. The trade-off between exploration vs. exploitation
has been studied extensively in the context of multi-armed
bandit problems, [1], [2]. Optimal exploration has been one
of the driving forces for reinforcement learning, [3], [4], [5].
Dynamic programming and regression trees are tools that have
been used extensively in exploration. The term exploration
is also used in the context solving dynamic programming
equations approximately [6], [7], [8].

In regression analysis, statistical learning theory and func-
tion approximation theory, it is well known that the functions
learned or approximated are dependent on the data given.
Optimal sampling for interpolation and regression problems
have been studied, e.g. [9], [10]. We consider a motion
planning problem where an agent explores the space it exists
in to construct a “data set” which is then used to estimate a
function. As the agent traverses through the space, data points
are collected one after another, sequentially, to construct the
data set. Two consecutive data points are constrained by the
dynamics and the ability of the system to maneuver. Thus, the
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Fig. 1. Estimation of a function in « — y plane by following a path in x — z
plane

problem we consider is not a traditional sampling problem,
where the data set is simply treated as a “set” without any
“ordering” or constraints among the data points.

A. Problem Description

We consider the problem of estimating a function by an
agent as depicted in Figure 1. The agent lives in 3D Euclidean
space, with three axes, x —y — z. The agent is able to move in
the £ — z plane. The mapping from the independent variable
x to the dependent variable y is plotted on the x — y plane
(depicted in black). By viewing the function from position
(z, z), the agent is able to collect the data point (x, y). That is,
the = co-ordinate of the agent (that determines the independent
variable) along with the corresponding dependent variable are
collected as data point (x,y). Over the planning horizon m,
the agent moves through the x — z plane (blue trajectory) and
collects a finite number of data points, {(;,y;)}72, where
(z;, y;) € R2. The positions at which it collects data points
are depicted as blue dots. For traversing through the z — 2
plane, the agent has to pay a control cost. Using the data
points collected, the agent estimates the function from z to y
(depicted in red). The function estimated will depend on the
data points collected and the estimation technique. The objec-
tive of the agent is to find a control policy executing which, it
can collect data points which are optimal for estimation while
minimizing its control effort. For the rest of the paper, we
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use the term “function” and the term “curve” interchangeably.
Though curves include circles, ellipses, etc., we use the term
“curve” in a strictly function sense.

II. PROBLEM FORMULATION
A. Abstraction

1) Estimation of the function: We consider the estimation
technique given the data set {(z,y;)},~,. Let X C R. Let
K : X xX — R be a kernel and the RKHS generated
by it be (H,{-,"Ym,|| - ||g). For the definition of kernels
and the spaces generated by them, we refer to [11]. We
consider the hypothesis space to be H, i.e., we want to find
a function f € H that best estimates the mapping from
the independent variable = to the dependent variable y. The
estimation problem, specifically the regression problem, is
formulated as an optimization problem:

min
feH

CU); CU) = — Fl@)* + ol f13-
=1

Let K = (K(;,00))0 = ((K(2,20), K(2,2;))) be the
kernel matrix. It is well known that the solution to the problem
is given by f*(z) = >, of K(z,2;) ( refer [11] ), where
o' = (KTK + oK) 'K”y and y = [y1, ..., ¥m]. It can be
shown that C'(f*) = yT {IfK(KTKJrQK)’lTKT} y. Thus,
the error in fitting the data points depends on the data points
collected. If we consider the “inference cost” as C'(f*), then
the estimation cost depends on both the components of the
data points. However since y is a function of x, the minimum
leaning cost is essentially a function of = alone. The function
from x to y is unknown (which we are trying to estimate).
Instead of minimizing the learning cost for a particular y, i.e.,
y = [f(z1),..., f(xm)] we consider minimizing the cost for
any y , which is equivalent to minimizing the 2 norm (or
maximum eigenvalue) of K = I — K(K7K + oK)~ K.

2) The Control Problem: The state space of the agent is
R?, while the set of actions (action space) that it can take is
denoted by U. The state of the system at time ¢ is denoted
by ((t) = [z(t),z(t)]. The observation of the system at ¢
is (z,y), where © = z(t) and the mapping from z to y is
to be estimated. No process noise or measurement noise is
considered. The agent is modeled as a discrete time system
with known dynamics,

C(t+1) = o(¢(t), u(t); € = [1,0]
z(t+1)=C(t+1),t=0,...m—1.

Thus, given (g, the initial state of the agent (where no data
point is collected), the control problem for the agent is:

min
{u(t)} eu

st ((t+1) = o(C(1),u(t)); z(t + 1) = [1,0[¢(¢ + 1),
t=0,...m—1, Ky = (K(z,z(l)), K(z,z(k)))u. ()

[T KK K + oK) K|+ S e
=0

The cost function is a linear combination of the estimation
cost and the control cost. The constraints ensure that (k,[)

component of matrix K corresponds to K (x(k), (1)), where
x(k)(or z(l)) is the first component of ((k)(or ¢(1)), i.e.,
x co-ordinate of the system at time instant k(or /). This
problem can be viewed as a control theoretic approach to
the identification of its environment by an agent where the
problem as been traditionally studied through vision and image
processing techniques.

B. Literature Survey

Optimizing the maximum eigenvalue of a symmetric matrix
has been studied in the literature from a numerical optimiza-
tion perspective. We refer to [12], [13], [14] and the references
there in. These papers consider the matrix function of the
form A(z) = Y70, Ajz; + Ao, {z;}7L, C R, where
{Aj}jm:O are symmetric matrices. They present numerical
approaches based on convex optimization, specifically, interior
point methods and semidefinite programming to solve the
problem. This approach is not suitable for us as the matrix
function we consider is not of the form above. Submodular
optimization approach to study eigenvalues of submatricies has
been considered in [15]. Though A, (-) might be convex,
typically its not differentiable. There have been studies to
approximate \,q.(+) by differentiable functions.

C. Contributions

Our contributions are as follows. 1. First, we prove that the
minimization of the learning cost is equivalent to maximization
of the smallest eigenvalue of the kernel matrix. Using a lower
bound for the minimum eigenvalue of a square matrix, we
find a lower bound for cost function described in equation
(1) and obtain a relaxation of the control problem. 2. We
analyze the relaxed optimization problem through dynamic
programming and derive the equations satisfied by the value
function. 3. We present a kernel based estimation of the
cost-to-go and present a control algorithm using the same
to approximately solve the relaxed control problem. 4. We
present simulation results comparing the proposed control
algorithm with a greedy algorithm based exploration.

The outline of the paper is as follows. In Section III, we
present the relaxation of the control problem and the dynamic
programming solution to the relaxed optimization problem. In
Section IV, we discuss the estimation of the optimal cost-to-go
using linear regression and present the control algorithm utiliz-
ing the approximate value function. In Section V, we present
simulation results comparing kernel based control algorithm
and a greedy algorithm based exploration. We discuss some
concluding remarks and future work in Section VI. Notation:
We denote vectors obtained by concatenating other vectors and
matrices in boldface.

III. ANALYSIS OF THE PROBLEM

A. Relaxation of the Control Problem

Though 2-norm of a matrix is a convex function, it is
not necessary that the above optimization problem is convex.
Since we consider a exploration problem it is bound to have
a combinatorial aspect to it. We seek a relaxation of the
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problem that it is tractable.We consider the eigendecompo-
sition of K as K = OTAO. O is the orthonormal matrix
obtained from the orthonormal eigenvectors of K. Thus,

K =07 [I*A(A2+QA)71A}O. It follows that the eigenvalues
of K are 1 — ——“— where ), is an eigenvalue of K. Hence,
A2 —|— P
< < 4
Kl = Mpax(K) = ———+—.
KTl = Ao (K) = 5

Thus, minimizing the 2 norm of K is equivalent to maximizing
the minimum eigenvalue of K. There are many lower bounds
for Amin (K) and include:

m—1 m
Amin (K) > {TT[K]} (det(K)),

1 mm Tr[K] mH
det(K) (m—1)m"1 ] m+1 ’
Tr[K]

\/(m —1)(mTr[K?] — Tr[K]?)

m m2

For proof of these bounds, we refer to [16], [17], [18]. We
consider the last inequality as the desired lower bound as it
can be expressed completely using the components of K. From
the CBS inequality it follows that,

Amin(K) > Tr[K] —

)\min (K) Z

TriK? - lm 1K2(a:l,mk)
< zm: K(zp,2)) K (xy, x) = Tr[K)]?
Thus, o
N (K) > TT[I§]2 L (m=DTrK?] (m - 1>f;F7“[K]2
_QTTTLK] \/ (m — l)nngv;[nlz@] - Trug?)
5 (M- DTrKY_ (m - 2)2TT[K]2 _plm = ;)gr[K]Q
_ (m—-1Tr[K?  (3m— 4)2TT[K]2

We note that for m large enough the second term in the in-
equality becomes small and hence the R.H.S of the inequality
stays positive. The objective is to maximize the lower bound.
We redefine the control problem as:

min (3m — )Tr[K]>—(m® — m)Tr[K?] = w(l)||?
[0} et me +<Z|I )|
st Ct+1) = @(C(t),u®));z(t+1) =[1,0]C(t + 1)7
t=0,...m—1, Ky, = (K(z,z(l)), K(z,2(k))) m, )

where (, is given. The objective of this paper is to solve the
above optimization problem. We note that the cost function in
the optimization problem does not depend on the curve that is
being estimated. It only depends on the kernel and the sam-
pling points visited to learn the curve. Hence, irrespective of

the “true” curve, given a kernel, the control algorithm should
result in sampling points which maximize “information” for
learning of the curve while minimizing control cost.

B. Dynamic Programming

We analyze the problem mentioned in equation (2) using
a dynamic programming approach. We use the terms “value
function” and “optimal cost-to-go” interchangeably. Let a,,, =
3m —4 m— )
— and b,, = ——. For convenience we denote the
m
state at j by ¢; = ¢ (}SL The vector of all states until j is
referred to as the augmented state and is denoted as (j, i.e.,
¢; =[¢1,- -, ;] Given, ¢;, the stage cost at stage j is defined
below (equation (3)) where z; = C¢;, & = C(, and ¢(¢,u) =
Co(C,u).
-y
1=1

- me2(xla &(Cja ’LL]))

Cgaug

|f’wn (21, 20) K (6((5 1), 6(C5 1)

+ (am - bm)K2(¢;(<jvuj)a

gg(gjﬂuj)) + C””j”%a] = 13 cee, M — ]-» SO(C?O UO) -
(am — b)) K2((Cos o), $(Cos uo)) + s||uo|[3 3)

m—1

Thus Z S;(¢j,u;) is equal to the objective (cost function) of
Jj=

the optlmlzatlon problem mentioned in (2) with incorporation

of the constraints. We note that the stage cost at stage j not
only depends on the current state (;, but the entire history
Ciy---,Cj—1. This is due to the learning cost, where the
correlation between every pair of data points, K (x;, z)), has
to be taken into account. The dependency of S;(-,-) on ¢;
deviates from the classical literature of dynamic programming,
where S;(-,-) usually only depends on ;. This dependency
gets carried forward to the cost-to-go as well. The optimal
cost-to-go for (2) at stage j, V;, as function of {; is defined
using the dynamic programming equations as follows,

Vi(G5) = min 55(¢5,u) + Vi1 (653 0655 ),
§=0,....m—1, and V;,(Cn) = 0V & € RZX™ (4)

where (j; d(¢,u)) = [Ciy - -+, Gy 0(G, u)] € R2XGHD | This
set of equations can alternatively be expressed as,

E min S (¢ u—1,u;)), where
“ uZEM

o'~ (Cmqu---aul):((C]l- j71;¢lfj71(ijujw~~7uz—1))7m),
¢ TN Gy ur) = ¢(¢l_j_2(Cj7Uj,~-,wfz),wfl),
G = (G T T G wi2) )8 (G g )
= ¢($(Ghru5), i), GG = (Gs #(Gyyuy)) for L > j 42,

¢ (G ugy ugan) = (G5 A6y ug))s ugn), 80 (Cisug) = (&g ug)-

The above equations only demonstrate the coupling between
stage costs through the optimal control law and do not provide
any remedy to solve the equations. If the equations were

CJvuJ7u]+17"'7
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indeed solvable, then the control algorithm is executed from
state (p with the optimal control law at stage j as (a function
of the augmented state)

uj(6) = min Sj(C5.w) + Virr (G55 #(G,w)))-
Thus, {u i 1 solves (2).

IV. ALGORITHMS

In this section, we present a numerical approach to approx-
imate V'(-) defined in equation (4) and control algorithms to
approximately solve the optimization problem in (2).

A. Kernel Based Approximation of Value function

Consider a radial kernel function, i.e., K(z,y) = (||l —
y||), where ¢ (-) is positive definite function. and ¥ (0) = 1.
The stage costs simplify to:

J

CJ? ZQ[am—b K? ('rla(b(C]’ ))

- ]-7 SO(C» ) =

A naive attempt to find V;(-) satisfying equation (4) would be
to set the gradient of S,,_1(-,-) with respect to respect to u
to zero.

+ (am — bim)

+ollull,i=1,....m (am = bm) + <|[ull3

Zgb[ (21,0 ng ))M

dy

(CCMZ;(Cjau*))
X vué(g,u)‘(c» “")1 et =0

Given this expression, finding a closed form expression for
u* does not seem to be reasonable. However, we note the

oK
u*(¢) depends on K(CCrn-1,¢), #
other dependencies, it is reasonable to consider the dependence

of u*(¢) only on {K(C’Cm 1,C¢) ™72 (and thus ||ul|2 on
{K*(Clpm—1,0¢) "% Given that K( -) is a kernel map,

, etc. Ignoring the

K?2(-,-) is also a kernel map. We consider the following
approximation procedure for V,,_;. For j = 1,...,m — 1,
we uniformly sample p; points, E; = {(j1,...,(jp, } from

R?. We observe that learning costs and the control cost (as
noted above) depend on {K2(C(p—1,0¢)}" % Thus, we
choose our regressors as
2 2,l=
K*(CGm-1, CG) YTy 0

j=m—2,l=ppm_1
{K*(C¢, CCmfl,l)}j':l,lzl :

and consider a linear regression model as

m—2 Dj

Vi1 ({Bj Cm—1) = 3 > BiuK*(Clmo1,CCu)+
j=11=1
Pm—1
> Bt ZK2 (CG,Cln11). )
=1 j=1

Due to the dependence of the learning cost and »* only on the
x component of (, we consider only the x component in the

regression problem. For each vector in the Cartesian product
E = H;":_ll E;, denoted by (;, we solve the optimization
problem,

Vin—1 (ém—l,l)

m—1
I1 p;. Thus, we obtain Ng number of eval-
i=1
uations of the function V,,_;, one for every vector (; &

E. Our objective is to chose {ﬁjl}j mLIEPm o that

Vin1({8.}, Cm—1,1) = Vin1(&m—1,1) V& € E. We have
m—1
Ng number of linear equations while there are Ny = > Dj
j=1
number of variables. Thus, we have an overdetermined system
of linear equations. Let,

/Bm—l = [Bl,l ce 751,;017[32,17 cee

= min Sy 1(Gm—1,0,1)-

Let N =

752,1’23 e

o Bm—lapnzfl]

7Bm—1,1

T e RNV,
To find 3, we consider a least squares regression problem,

min _|[Km-18m—1 — Vm-1l, (6)

Bm—l ERNV

where Vin_1 = [Vin—1(&1)s oo oy Vo1 (Eng )T
defined as follows. For 1 <[ < Ng, define

and K,,,_1 is
Imod Pm—-1 = Tm—-1, lm72 = l/pmfla lm72 mod Pm—2,
=rm—2dm_3 = lm—2/pm—27 lq mod Dg=Tq, 42 1, lq—l

= lq/pq—la q>2.Ifry, 1 =0,then ryy 1 = pry—1. Tq =Tq

m—2 s+1
+1,1 gqgm—z:w:Z(rs—U[ II »o|+rm-1
s=1 v=m—1
For 1 < k < Ny, let k and 7, be such that
k
k= Zps—i—m,l < 7 < pry1, where pg =0,k > 0.
s=0

The element in the /th row and kth column of matrix K, 1,
(Km—1)1,k, is defined as,

m—2

K2 (Cntrm 1 Ginn ) iF 1< k<Y ps
s=1

m—2 m—2
D K (Grgsmor)s if Y ps <k <Ny, (D)
Jj=1 s=1

The solution to the optimization problem in (6) is given by
the normal equations,

—1
/8* = (Km—lTKm—1> Km—lTVm—l-

For j =1,...,m — 2, we define Vj({ﬁjyl},cj) as

J—1 pk

=3 BeaK*(CG, Clra)+

k=11=1

Zﬂ;zZK (C. CGa). (8
=1

Vi({Brit &)
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and Kj is defined similar to Kp,—3. A backward induction
(3 =m—1,...,0) based algorithm is described in algorithm 1
which results in approximate value functions being computed
offline. During run time, given the initial state (y, the control
algorithm runs for m stages. The control input at stage j and
augmented state ¢j, is computed as a minimizer,

argénuin S;(&ir ) + Viea (&5 0(¢5, 1)),

and this control algorithm is referred to as “KVC” algorithm.
Thus, {u} ;”:_01 approximately solves the optimization prob-
lem in equation (2) as the optimal cost-to-go is approximated
by Vj The dynamic programming equations mentioned in
subsection III-B and the approximation procedure mentioned
above can be extended to ¢ € RY as along as the stage costs

satisfy (3).

Algorithm 1 Kernel Based Approximation of Value Functions
1: procedure KBVF

2 Initialize p1,...pm—1 €N
3 71
4 while j <m — 1 do . R
5: Uniformly sample E; = {(j1,...,(jp, } € R
6: j<Jj+1
7 j<_m_1a ‘Zrb(C)%OVCERQ
s whilej>0do _
9: Construct grid E; =[[]_, Ei,
10: For all ¢j; € Ej solve,
Vi (i) = min i (&iarw) + Vier (G 6(Gi, 1))
11: Define Kj as in equation (7)
12: Define V; = [Vj(Cj,l)w-~a‘1/j(Cj,|Ej|)]T
13 Solve for 8} = (K;"K;) K"V,
14: Define V;(¢;) as in equation (8).
15: j—3—-1

B. Greedy Algorithm

In this algorithm, at any stage j we only consider the
optimization of the one step stage cost, i.e., the cost-to-go
from stage j to stage j + 1. We ignore the cost-to-go from
j + 1 stage to the final stage, i.e., we consider V;41(-) = 0.
The approximation of V;(-) is not needed. Given the initial
state (p, the control algorithm runs for m stages, where the
control input at stage j is computed as

min 5;(¢j,w)-

V. SIMULATION RESULTS

In this section, we present simulation results comparing two
of the algorithms, namely, the KVC algorithm and the greedy
algorithm. The simulation setup is described as follows. We
considered the dynamics of the agent to be a stable discrete
time LTI system, i.e., ¢((,u) = A( + Bu, where,

05 0.2 N  —(z—y)?
A= {O 0.5] , B= [J K (z,y) —expT.

125 02
A= { 0 0.5} K (w,y) = (wy + o).

¢ was set to 0.5. m was chosen to be 5. The initial state
was chosen as (z,z) = (30,40). The set of values that the
control can take, U/, was chosen as [—10, 10]. With respect to
Algorithm 1, py, p2, p3 and py were set to 10.

222423 +2* — 0.00008z7
17560

is the function to be estimated. Now we describe the simulation
runs. The description of the figures mentioned in the following
is similar to the description of Figure 1 mentioned in subsec-
tion I-A, except that there are two data sets, trajectories and
estimated curves. These have been obtained by plotting the
results of the KVC and greedy algorithm in the same figure.
Simulation run 1: The simulation results with the Gaussian
kernel, K;(with o1 = 1), are presented in Figure 2. We
observe that the performance of the greedy algorithm and the
KVC algorithm are similar. The data points collected by the
two algorithms are close to each other at stages j = 1,2,3,4
and are different at 7 = 5. This leads to different curves being
estimated. Simulation run 2: The algorithms were simulated
with polynomial kernel, Ky (with ¢ = 1,d = 2), while rest of
the simulation set up was retained from simulation run 1. The
results are plotted in Figure 3. By inspection, we note that the
data points collected by the agent in simulation run 1 and 2
are different from each other. Since the kernels are different,
the estimated functions are different as well. Simulation run 3:
We considered the Gaussian kernel and an unstable dynamical
system, ¢((,u) = A( + Bu, with A as above. We note that
(A, B) is stabilizable. In Figure 4, we plot the the results of
the greedy and KVC algorithm with (; = (0, 20). The data
points and the trajectories followed are again close to each
other. However, the data sets and hence, the curves estimated
are different from simulation run 1 (Figure 2). We infer that
curves estimated (and the trajectories followed) are function
of the initial conditions. We note that (y has not been plotted
in any of the figures as no data point is collected there.
In two of the simulation runs, the data set collected by the
agent using the greedy algorithm and the KVC algorithm are
similar or “close” to each other. It is well known that dynamic
programming suffers from the curse of dimensionality. In the
KVC algorithm, the dimension of the augmented state, (;
grows as the planning horizon m increases. Estimating VJ()
by computing it at 10?2 or 10® points in R2*J may not be
sufficient to obtain a estimate that is close to the true value
function. Further investigation is needed on the computational
aspect of estimation procedure in the KVC algorithm.

f(z) = —0.569log(z) + +2.507,

VI. CONCLUSION AND FUTURE WORK

To conclude, we considered a discrete time control problem
with the objective of estimating a curve. The problem was an-
alyzed using dynamic programming and an estimation method
for the value function was presented. The estimated value
function was utilized in the KVC control policy which approx-
imately solves the control problem. As future work, following
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Fig. 3. Learning of a curve with trajectories generated by the KVC and (13]
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are of interest: (a) “ better ” quantification of the inference
o s . . [14]
cost; (b) quantifying the difference (in norm) between the
estimated and true value function; (c) computationally efficient
estimation of the value function. (15]
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