2023 62nd IEEE Conference on Decision and Control (CDC)
December 13-15, 2023. Marina Bay Sands, Singapore

Condition for Sensitivity Unidentifiability of Linear Systems with
Affinely Parameter-Dependent Coefficient Matrices
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Abstract—1In this paper, we analyze ‘‘sensitivity identifiabil-
ity” of initial states and parameters in affinely parametrized
linear systems. If the true parameter is sensitivity unidentifiable
(non-SI), optimization-based estimation algorithms may face
computational problems. Thus, it is important to detect whether
the parameter is non-SI a priori. To this aim, we address a
problem to find the condition that the parameter is non-SI for
any initial state and input. Then, we obtain a sufficient condition
for the problem. The condition is given by algebraic equations
and is expected to be the foundation of structural conditions.
We show systems that satisfy the condition and are observable
and controllable.

1. INTRODUCTION

Parameter estimation methods from input-output data and
its applications have been extensively studied, with the
extended Kalman filter [1] being one representative method.
The application of parameter estimation can be seen in
many fields, including model-based predictive control [2],
inspection of systems [3], and modeling biological systems
[4].

The fundamental problem for parameter estimations is the
uniqueness of a parameter with respect to input-output data.
This uniqueness is called parameter identifiability [5]. When
the true parameter is unidentifiable, detecting it is important
for parameter estimations. For example, if we know the
parameter is unidentifiable a priori, we can avoid wasting
time and effort on impossible tasks for parameter estimations
and/or assuming incorrectly that the estimated parameter is
true.

In inspection of systems, we generally have to estimate
initial states and parameters simultaneously. This is because
the initial state is unknown from the input-output data of
systems in operation [3]. Thus, the identifiability of initial
states and parameters of a system must be considered.

In this paper, we analyze the local identifiability of
initial states and parameters in the sense of “sensitivity
identifiability” [6]. Sensitivity identifiability is defined based
on linear independence of sensitivity of output data with
respect to parameters and also initial states [6], and is a
sufficient condition for the local identifiability. Moreover, it is
known that the sensitivity identifiability guarantees quadratic
convergence of Newton’s method for the minimization of the
output error. For linear systems, the sensitivity identifiability
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of initial states and parameters can be written by an algebraic
representation [6].

It is important to detect that the true parameter is sensi-
tivity unidentifiable (non-SI) for any initial state and input.
This is because, in this case, we cannot estimate the true
parameter in the sense of SI, unless the structure of the
system is changed. If the initial state is fixed to zero, there
exists research [7], [8] that deal with similar analysis using
Markov parameters. However, there is no research to find
conditions in the sense of sensitivity identifiability.

In this paper, we consider linear systems with affinely pa-
rameterized coefficient matrices to derive a condition so that
the given parameter is non-SI for any initial state and input.
Affinely parametrized linear systems can express complex
network structured systems [9], where some results have
been reported recently, for example, global identifiability
conditions [10], [11] and observability conditions [12]-[14].

Our main contributions are summarized as the following
two points: First, we define linear systems with affinely
parameter-dependent coefficient matrices and address a prob-
lem to find conditions so that the given parameter is non-
SI for any initial state and input. Second, we obtain a
sufficient condition for this problem. The condition is written
by algebraic linear equations. Thus, we can easily verify
whether a given parameter satisfies the condition.

This paper is organized as follows. In section II, we
explain local identifiability and sensitivity identifiability and
define the problem. In section III we demonstrate the ob-
tained condition that answers the problem. In section 1V, we
show example systems that are non-SI for any initial state
and input to show how the condition works.

The definitions of symbols and operators used in this paper
are as follows.

Ly(to, t, R™"): Function space made of m X n real matrix-
valued functions that are square integrable on [fg, #/].

<f’ g> = jt‘(:f fT(t)g(t)dt (f,g c LZ(IO, tf’ RnXm))'
1l := (fs ) (f € La(to, t7, R™™)).

II. ProBLEM FORMULATION
Consider a parameter-dependent linear system

0 {x(z) = AO)x(1) + BO)u(D),
(@) = C(O)x(1),
x(tp) = xo,



where x(#) € R?, y(r) € RP, and u(f) € R™. The system
matrices are assumed to be parameterized affinely as

AO)=Ag+601A1 +--- +6,A,,
CO) =Co+0,C +---+6,C,
B(®) = [b1(0) -+ bu(0)],

bi(0) = biog +O1bjy + -+ 0,big,

where A; € R™", C; € R, and b;; € R™! are known
matrices and 6 € R? is the parameter.

In this paper, we consider estimating ¢ = [x} 67]" based
on the input-output data. Since we are interested in the
characteristics of the system itself, we consider the case
of data without noise. For any given u € L,(fo, t;; R™) and
Y € R"4, the output of X(6) is denoted by y(z; ¥, u). Since
2(0) is a linear system, y(¥) € Ly(t,1r;R”) holds, where
YN =yt w).

Let 4" be the true parameter. The output data of X(8%) is
nothing but y(¥*). Then, if ¢ = ¢* holds,

J@) = lly@) - y@Hli3 =0 (1)

holds. Therefore, we consider estimating * by finding ¢
so as to minimize J(¢). However, ¢ satisfying (1) may not
be unique, and (1) is only a necessary condition for ¢ = y*.
The uniqueness of ¢ is called identifiability. Practically, local
identifiability is more important than global identifiability.
Local identifiability is defined as follows:

Definition 1 (Local identifiability): If there exists r > 0
such that the following condition holds:

VWely eR™M |y —y'la<r} JY)=0=y=y",

then " is locally identifiable (LI).
If ¥~ is LI, then by minimizing J(¥), ¥ = ¥ is expected.
However, local identifiability does not guarantee that the
minimization is easy nor that the estimation is accurate. It
follows that another condition that is more suitable for the
minimization is desired.

To this aim, we consider a notion of sensitivity identifia-
bility [6].

Definition 2 (Sensitivity identifiability [6]): Let
Y e R"™ and u € Ly(ty, t,; R™) be given. Let

oyW)\ . _ wyw
( a0, )(t)— a0, (Gefl,---,n+qh (2
be given for all t € [fy, tf]. If
oyl - Iy

{ alﬁl ’ ’ 6lﬁn+q }
is linearly independent, y* is sensitivity identifiable (SI).
Definition 2 assumes that the derivative in the RHS of (2)
exists. This is the case for %(6), since 7(¢) is of class C* with
respect to y for any ¢ € [1, 7], where

m@®)W) = y(&; ¢, u).
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Since (y(¥))(1) is of class C> with respect to ¢ for any €
[t0,tf], the first order Taylor expansion of y(y) : R™Y —
Ly(ty,ty; R") at ™ is possible. Then, y(y) is expanded as

dyW")
oy
Lemma 1: J(i) can be written by
lyW) — y@I5 = W — v Hy —v*) + oy — " I1P),
where H is the Hessian of |ly(y) — y(w*)llg at ¥ = y* and

expressed as
il )

yW) =y + W =y +ollly =¥l

dyWr) dyW)

b}

o o
where
(D)o -[(@)o - (#22)o]. o

Then, H is positive definite, iff ¢* is SI.
Suppose that ¢* is SI. Lemma 1 implies that H is positive
definite, and so is J(¢). This means * is LI. Moreover, New-
ton’s method for the minimization accomplishes quadratic
convergence [15]. On the other hand, if ¢* is non-SI, H
is not positive definite and the quadratic convergence is not
guaranteed. In some cases, optimization algorithms may face
computational difficulties.
In this paper, we consider the following problem:
Problem 1: Find the condition of Z(6*) so that ¥* is non-
SI for any x; and u, i.e.,

Vxy € R" Yu € Ly(ty, t7;R™) rank(H) <n+gq. (4)
Problem 1 is a generalization of unobservability analysis.

If ¥~ is non-SI for a given x(’; and u, there may exist x(’;
and u such that y* is SI. On the other hand, if (4) holds,
we cannot make /" SI by changing x; or u. In this case, we
cannot estimate * in the sense of SI, unless the structure
of Z(0) is changed. This difficulty can be detected a priori if
we know the condition so that (4) holds.

Similar problems have been addressed for the case of
xa = 0. For example, in [7], Markov parameters are used
for the globally identifiable condition. In [8], derivatives
of Markov parameters are used for the locally identifiable
condition. However, these results are given for only the case
of x; = 0. Moreover, no analysis has been done in the sense
of sensitivity identifiability.

Note that Problem 1 is defined for a given 6*. Since 6"
is the true parameter, it is not known a priori in general.
However, if we are interested in conditions so that the
parameters are structurally non-SI, a set of * may be dealt
with. In those cases, Problem 1 plays a role of a fundamental
problem to analyze structural characteristics.

III. MaAIN ResuLts

The Jacobian matrix-valued function a’{;f) in (3) can be

written more explicitly. The following lemma is a result of
Theorem 3 of [16] specialized for ().




Lemma 2: For any given € R"™? and u € Ly(to, ts; R™),
the following equation holds:

0
( ZI(Z/)) (0= [(f(t) ®1l,) (gnHel,) ] M(xo,6),
(5
M(xy,0) = [ MO(Q) le(x((g)g) ] (2l1p+2npm)><(n+q)

where f(f) and g(¢) are given as follows:

fo =] A0 Fuld) | = BOAT,

B(t) = [ At L Pm=lghr L At L 2] /m]’
[ ol ekl =,
=1 a e

g = [glm gn(® |,

gl = | [ At = Dui(r)dr I fonlt = Dui(o)dr |

The number of distinct eigenvalues of A(6) is r. The i-th
eigenvalue of A(6) is A;, and n; is the multiplicity of A;. Then,
the set of functions {fj, -, f2,} is linearly independent.
Matrices M,(6), M,(xo,6), and M,(6) are defined by

c©)
M,(6) = : ,
| COA@G)!
’ . Clxo)
CA®B)x0) + C(O)A(x0)
M[,(.XO, 9) = )
C(A6)*" " xp)
( +C(O) (274" AO) T AA@y " x0)) )
A =[Aiz Agz| @eRrY,
C@=[Ciz 2| @eRY,
[ Mm (9)
M@ =| |
| M,,,(0)
[ C(bi(9)) + C(O)B;,
CAO)Bi(9)) + COAB)B;. + COAWD(6))
( CAO)*bi(9)) + C(O)A®)B;. )
M@ =| \ *CO(AGOADGIO) + AA@)bi(6))
CAD)bi0) + COAGP B,
, ( +C(6) (22" LA T AA©G T bi0))) ) |
Bi.=|bi - (€ {l, - ,m)),
Equation (5) implies ("’y(‘” N (1) = (f1) ® 1,)M,(6"), where

M,(6%) is the observability matrix of X(6%). M,(6*) does not
have full column rank, iff X(6*) is unobservable. If M,(6%)
does not have full column rank, there exists a non-zero vector
v € R\ {0} such that M,(6")v = 0 holds. Then, for all

e (o]0

oy
o

oyW")

)@

667

This means {%, e, %} is not linearly independent.
n+q

It follows that the unobservability of X(6*) is a sufficient
condition for (4).

The following theorem gives a sufficient condition for (4)
and generalizes the unobservability:

Theorem 1: Let 8* € R? be given. If there exists W €
R™"\ {0} or ¢ € R?\ {0} such that

- WB(0") = B(¢) — Bo, C(6)W = C(¢) - Co,

. . (6)
A(GOW - WA(0") = A(¢) - Ao

holds, then (4) holds.
Theorem 1 is a sufficient condition so that M(xy,6) is
column rank-deficient. If there exist W and ¢ in Theorem
1, the null space of M(x;, ") is spanned by [(—Wxo)" ¢”]".
In addition, Theorem 1 is a linear equation in terms of W
and ¢.

Corollary 1: Equation (6) is equivalent to

TUE o
where
-(BT(6")®1,) -vec(B.) —vec(B.,)
7= L, ® C(6)) —vec(Cy) —vec(Cy)
I, ® A(OF
(-EX(?*)Tw@ )I)n)) —vec(A)) —vec(A,)
e R(nm+np+nn)><(nn+q)’
and B;,,‘ = [bl,,‘ s bm,,‘] € R™m,

Owing to Corollary 1, we can easily check the existence of W

and ¢ where X(6") satisfies the condition of Theorem 1. Note

that (7) has the trivial solution (W, ¢) = (0, 0), while Theorem

1 demands the search for the solution with W # 0 or ¢ # 0.

Moreover, Corollary 1 leads to the following corollary:
Corollary 2: Let 6* € R? be given. If

q > n(p +m), (®)

then (4) holds.
Corollary 2 gives a sufficient condition for the condition
given by Theorem 1. This condition gives an upper bound
n(p + m) for the number of parameters that can be SI. In
other words, if (8) holds, (4) holds for any 6* € RY.
Theorem 1 gives us a foundation to find more detailed
non-SI conditions for applications. For example, there exist
many results that connect network structures of systems to
observability [12]-[14]. Similarly, we can expect to obtain
network-based structural conditions based on Theorem 1.
Note that Theorem 1 is not sufficient for the unobservabil-
ity of X(6"). We will show later an example that is observable
and satisfies the condition of Theorem 1.

IV. NumMmEericaL EXAMPLE

Consider Z(6) whose A(f) and 6 are given by a graph
Laplacian of an undirected graph [17] and the edge weights



of the graph, respectively. For example, if the graph is
represented by Fig. 1, the state matrix is given by

6 + 6, -6, -6,
AB) = — -6, 6, + 05 —0;
-6, —0; 6, + 65

Let B and C of Z(6) be given by (0, 1) matrices indicated
by input and output vertices. If the graph is represented
by Fig. 1, and v; and v; are input and output vertices,
respectively,

B=[1 0 o].c=[0 0 1]

Some identifiability analyses have been conducted with this
system [10], [11]. Since A(6), B, C in this system are affine
with respect to 6, we use it as an example system class to
show how the condition of Theorem 1 works.

The first example is a system that satisfies the condition
of Corollary 2. Let X(6) be given by the graph shown in
Fig. 2. Since n,p,m, and g of X;(6) satisfy the condition of
Corollary 2, X(6) satisfies the condition of Theorem 1 for
any 0" € R13. Let

g =[1313223211132]".

Then,
0 0 0 0 0 0
546 12537 -4472 -3222 -5389 0
W= 1921 -3691 1401 -2345 2714 O
T 413 —4861 2283 1870 295 0
-2257 -5004 804 3061 3396 0
-623 1019 -16 636 -1016 O

¢=[—340 1966 -6479 0 1841 -1060
424 -1796 3619 1825 0 O O]T

are an answer of (6). Note that, in this example, X(6")
is observable and controllable. Therefore, the condition of
Theorem 1 is neither sufficient for nor equivalent to the
unobservability. Fig. 4 is y(y*) of £;(6) and y()) of X,(d),
where
6=6"+ ! o, % . !
= —), Xo =Xy — ————
10000”" ~° ~ 707 10000
T
w=[6 9 35 0 5], ©)
u = 2sin(f) + 5sin(12z + 1).

Wxj,

Although ¢ is not the true parameter, we can see that y(i) is
almost the same as y(y*). Since X;(6%) satisfies the condition
of Theorem 1, (4) holds. Then, ¢* is non-SI with different
x; and u. Fig. 5 is y(y*) and y(), where X, and u are given
by

p=[-5 12 9 2 5],
u = sin(3¢ +2) + 10 in(207).

We can also see that y(¢) is almost the same as y(¥*) in
Fig. 5. To make y* SI, some structure of X;(6) must be
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Fig. 1. Example of graph

changed. For example, let us define X}(6) by replacing C in
21(0) with

C = 01 0 0 0O
001 0 0 Of

Then, we can verify that y* is SI for 27 (6) by calculating (5).

Fig. 6 is y(y) of X' (#), where u and y are given by (9). We

can see that the differences between the outputs in Fig. 6 are

larger than Fig. 4, although C” is the only difference between

Fig. 4 and Fig. 6.

There exists X(6*) satisfying the condition of Theorem 1
but not the condition of Corollary 2. Let X,(6) be given by
the graph shown in Fig. 3. Since n = 6, m = 2, p = 2, and
q = 5, Zp(6) does not satisfy the condition of Corollary 2.
However, when

o =[1 1 11 1]T,

2,(6") satisfies (6). In addition, X,(6*) is observable and
controllable. Fig. 4 is y(¥*) and y(), where x; and u are
given by

! 1

0=0"+ E(ﬁ, ~() =X — EWXS,
0 0 0 0 00
0 0 0 0 00
1 0 -1 0 00

W=lo 1 0o -1 00|
10 1 0 00
0 -1 0 1 00

o=[0 -1 0 1 o],
w=[-9 10 -7 -7 5],
u=|2sin@n Ssinr+3)| .

We can see that y(i) is almost the same as y(y*).

We have to be careful that the condition of Theorem 1
cannot be the necessary and sufficient condition for (4).
There exists X(#) satisfying (4) but not the condition of
Theorem 1. Let X3(8) be given by the graph shown in
Fig. 1, with B = 0 and C = I;. When 6* = [1 1 1],
23(6") satisfies (4) [18]. For example, 4" is non-SI at xj =
[-5 1 217 because there exists ¢ = [1/6 —1/7 117 such
that M,,(x;;,e*)qs = (0. However, there does not exist W such
that (6) holds with this ¢. Thus, Z3(6*) does not satisfy the
condition of Theorem 1.



Fig. 2. Graph of a system satisfying the condition of Corollary 2
SN2 N N5
\‘/ . \1)
Y1 Y2 Uy U
Fig. 3. Graph of a system satisfying the condition of Theorem 1

V. CONCLUSION

In this paper, we have analyzed the sensitivity identifiabil-
ity of initial state xy and parameter 6 of linear systems with
affinely parameterized coefficient matrices. Then, we have
found a sufficient condition so that y* = [(x§)" (69)"]" is
non-SI for any x; and input u. Thus, by checking whether
2(6") satisfies the condition, we can detect the possibility to
face difficulties in parameter estimations.

We have shown that the condition is given by the algebraic
equations. Since the condition is equivalent to the linear
equations, we can easily check whether X(6*) satisfies the
condition. Moreover, we can expect to obtain structural
conditions based the condition.

We have demonstrated the examples that satisfy the con-
dition and are observable and controllable. It follows that
the condition is neither sufficient for nor equivalent to the
unobservability.

— )~ n©)

w o

output

0.8

04 0.6
time

0 L
0.2

Fig. 4. Outputs of Z;(6*) and X ()
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Fig. 5. Outputs of Z1(6*) and X,(d) with different Xy and u
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Fig. 6. Outputs of X{(6*) and X/ (f)
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