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Abstract— We propose a novel watermarking scheme by
modifying a self-triggered control (STC) policy, aimed at
detecting replay attacks for linear time-invariant (LTI) systems.
We show that by employing non-deterministic early triggering
of the STC mechanism, replay attacks can be detected by a
modified χ2 detector which takes into account the aperiodic
nature of the inter-sample times. Specifically, we consider
the case where a periodic reference signal is tracked, which
makes these systems vulnerable to replay attacks. The proposed
approach is modular and can be retrofitted to legacy systems.
An approach for designing an online optimal early triggering
mechanism is provided. This is validated through an illustrative
numerical example in which we compare our method to scenar-
ios employing both additive and multiplicative watermarking.

I. INTRODUCTION

In the last decades, advances in communication technol-
ogy have significantly impacted industrial control systems
(ICSs), such as manufacturing, energy generation, and water
sanitation. Control systems in which the physical process
is tightly interconnected with digital processes have been
named cyber-physical systems (CPSs). Increasingly often,
CPSs make use of a (wireless) communication network
between controller and plant, so-called networked control
systems (NCSs), in part due to the flexibility they offer.

Despite such advantages, NCSs also pose distinct chal-
lenges. For one, the bandwidth of the underlying commu-
nications network is often severely limited. As such, aperi-
odic control techniques have been developed. In particular,
event-triggered control (ETC) [1] and self-triggered control
(STC) [2] have attracted much attention. Aperiodic feedback
does entail that each communication becomes more critical:
simultaneously, this aperiodicity provides an additional de-
gree of freedom, which can, for instance, be exploited for
the detection of anomalies.

Alongside the aforementioned communication chal-
lenges, CPSs are also exposed to new risks. Digitalization
allows an adversary to alter the digital control signals, the
effects of which can propagate to the physical process, pos-
sibly causing physical damage, severe economic disruption,
and even loss of human life [3]. These attacks on CPSs
distinguish themselves from faults in that they are crafted
with intent and are adversarial in nature [4], [5]. In this
context, research has addressed both the design of diverse
types of attacks [6] as well as countermeasures [7], laying
the foundations for the field of secure control.
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A particular class of attacks against which, by definition,
classical anomaly detection methods are ineffective are so-
called stealthy attacks [8], [9]. Of these, replay attacks have
received significant attention in the literature [10], [11], in
part due to the fact that an adversary does not require detailed
knowledge of the plant model [12], and due to their real-
world precedent [13]. To counter the limitation of passive
detection methods, active diagnosis techniques have been
developed. Examples include output measurement coding
[14], additive watermarking [15], moving target defense
[16], and multiplicative watermarking [17]. Whilst effective,
additive approaches suffer from a degradation of the control
performance, while multiplicative ones remedy this problem
at the cost of requiring additional computation power at the
sensor side [17].

The literature on secure control of ETC and STC systems
is not yet mature. Whilst denial-of-service (DoS) attacks have
received considerable attention in the ETC literature [18],
[19], other types of attacks are still an area ripe for novel
development. Replay attacks on aperiodic sampled systems
have been, for instance, considered in [20], [21]. However,
[21] only considers the noise-free case, whilst [20] relies on
a shared secret between sensors and controllers.

In this manuscript, we explore a different paradigm by
focusing on stochastic systems. In particular, we propose
a computationally light watermarking scheme that does not
rely on a shared secret and can be implemented using general
quadratic triggering conditions. To the best of the authors’
knowledge, this is the first time a watermarking strategy
based on explicitly manipulating the inter-sample times of
an STC mechanism is proposed.

Notation: The operator col(•) concatenates its operands
vertically such that col(v1,v2) = [ vT

1 vT
2 ]T. Given a

set A, we define c ·A = {c · a | a ∈ A}. For a symmetric
matrix W = WT, let W ≻ 0 (W ≽ 0) denote that W
is positive definite (positive semidefinite), and let λmin(W )
denote its smallest eigenvalue. With Xi ∼ pi, we denote a
random variable Xi with distribution pi.

II. PROBLEM DEFINITION

Let us consider the following discrete-time[1] linear time-
invariant (LTI) plant:

P :
x[k + 1] = Ax[k] +Bu[k] +w[k], (1a)

y[k] = Cx[k] + v[k], (1b)

[1]For discretizing stochastic continuous-time systems, see e.g. [12].
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with state vector x[n] ∈ Rnx , state matrix A ∈ Rnx×nx ,
input matrix B ∈ Rnx×nu , and output matrix C ∈ Rny×nu .
The process noise w[k] and measurement noise v[k] are
uncorrelated, i.i.d. Gaussian processes with zero mean and
covariance matrices Σw ≽ 0 and Σv ≽ 0, respectively. We
make the following standard assumptions:

Assumption 1. The pair (A,B) is controllable and the pair
(A,C) is observable. ♢

The considered architecture can be seen in Fig. 1. The
plant P and controller C are physically non-collocated, and
transmission over the communications channel is based on
an STC mechanism. Here, ki denotes the i-th sample instant,
with i ∈ N0. At those time instants, the sensors send
a measurement yi = y[ki] to the controller, which then
computes an updated input uc[ki] and transmits this to the
actuators. Furthermore, we assume a hold mechanism at the
plant side, resulting in

u[k] = uc[ki], ∀ ki ⩽ k < ki+i. (2)

The actuation signal uc is computed by a dynamic output-
feedback controller C, designed for the tracking of a refer-
ence signal r, of the following form:

C :
xc[k + 1] = Acxc[k] +Bce[k], (3a)

uc[k] = Ccc[k] +Dce[k], (3b)

with e[k] := r[k]−y↓
i for ki ⩽ k < ki+1. Here, y↓

i denotes
the received measurement whilst yi denotes the transmitted
measurement, which might be different due to the presence
of an attack. We employ from here on the shorthand notation
ui = u[ki], and similarly for all other time signals.

Let κi+1 = ki+1−ki denote the time interval between the
next and the i-th sample instant. Without loss of generality,
we define k0, κ0 := 0. In the next section, we describe how
the time instants ki are determined. Hereinafter, we drop any
dependence on ki, and therefore κi, for brevity.

Finally, since we are considering output feedback, both
the STC policy S and the detector D need an estimate of
the state x̂i. The dynamics at sampling instants, resulting
from P with the aperiodic feedback (2), can be modeled as
a switched linear (SL) system as follows:

xi+1 = Aκi+1
xi +Bκi+1

ui +wi+1, (4a)
yi = Cxi + v[ki], (4b)

with matrices Aκ, Bκ given by

Aκ = Aκ, Bκ =

κ−1∑
ℓ=0

AℓB. (5)

The resulting process noise signal wi is again Gaussian with
mean 0 and covariance matrix

Σw,κ =

κ−1∑
ℓ=0

AℓΣw

(
AT

)ℓ
. (6)

Note that the random vectors wi are no longer identically
distributed for all i. However, they remain independent, i.e.,

E
[
wT

i wi′
]
= 0, ∀i ̸= i′. We can therefore construct an

estimator for the state at sampling instants, with a time-
varying Kalman filter as follows:

x̂i | i−1 = Aκi x̂i−1 +Bκiui−1, (7a)

Σx,i | i−1 = Aκi
Σx,i−1A

T
κi

+Σw,κi
, (7b)

O :
Σz,i = CΣx,i | i−1C

T +Σv, (7c)

Hi = Σx,i | i−1A
T
κi
Σ91

z,i, (7d)

x̂i = (I −HiC)x̂i | i−1 +Hiy
↓
i , (7e)

Σx,i = (I −HiAκi
)Σx,i | i−1. (7f)

The full system architecture can be seen in Fig. 1. The design
of the STC policy S and detector D are discussed in §III.
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Fig. 1. The considered networked control system architecture. Novel
contributions are highlighted in blue.

A. Adversary model

Let us define a safe region Xs ⊂ Rnx , denoting the
bounded set that ensures safety of the system. The adversary
A is able to launch a replay attack [11], given by

y↓
i =

{
yi−∆i, i ⩾ Ia,
yi, otherwise.

(8)

Here, Ia denotes the start of the attack, and ∆i ∈ N
denotes the amount of delay. A replay attack as in (8) can
be successful if the control system exhibits some form of
repetitiveness. Such is the case when the reference signal is
periodic:

Assumption 2. The reference signal r is periodic with
period Kr, i.e., ∃ k′ such that r[k+Kr] = r[k], ∀k ⩾ k′. ♢

Whilst the former might seem restrictive (see also our
discussion), note that periodic references are common in
applications such as robot manipulators, mechatronic rotary
systems, and power plants [22]; see also repetitive control.
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We consider a weak Byzantine adversary: an adversary that
has no system knowledge but has both disclosure resources
and disruption capabilities of the measurements [6]. Further-
more, we define the information available to the adversary at
time k, which is the combination of system knowledge and
disclosure resources, as the set Ia[k].

Assumption 3. The information Ia[k] available to the ad-
versary A satisfies Ia[k] ⊇ {k0, . . . , ki ∧ y0, . . . ,yi} at time
ki ⩽ k < ki+1, i.e. it contains at least the first i + 1
transmitted measurements yi and sample times ki. ♢

The parameter ∆i in (8) needs to be correctly chosen
in order to avoid detection. Specifically, given a periodic
reference to be tracked with period Kr, the loop length
must be approximately equal to an integer multiple of
the period of the reference signal. Note that an adversary
can (approximately) recover Kr from the observer outputs
y0, . . . ,yi, and κi can be recovered from the past sample
times ki. With the information Ia[k], and given an arbitrary
number of cycles Na ∈ N, the adversary chooses

∆i = argmin
i∈N

|Na ·Kr − (kIa − kIa−i)|. (9)

Evidently, (9) states that the adversary chooses ∆i such that
that the sum of the inter-sample times is closest to the desired
integer multiple of the reference period.

In order to detect anomalies such as replay attacks, a
detector D is introduced, see §III-B, which generates a scalar
detection signal gi. A binary hypothesis test, given by

gi
H1

≷
H0

η,
H0 : Nominal system operation, (10a)
H1 : System under attack, (10b)

is used to determine the presence of an anomaly. Here, η > 0
is a detection threshold to be designed, and hi ∈ {H0,H1}
denotes whether or not an alarm is raised at the i-th sample
instant. Finally, let pfp, pfn ∈ (0, 1) denote the false (positive)
alarm rate (which is a design parameter), and the missed
detection rate (i.e. false negative rate), respectively:

pfp = P[gi > η |H0], pfn = P[gi < η |H1]. (11)

The objective and constraints of the adversary are to be
disruptive, i.e., force at some finite k > 0 that x[k] /∈ Xs,
while remaining stealthy, i.e., gi < η for the entire duration
of the attack. We can formally state the problem we address:

Problem statement. Design a detector D and STC policy
S capable of detecting stealthy replay attacks (which remain
undetected by passive detection methods).

III. WATERMARKING AND DETECTION

In this section, we discuss the design of both the detector
D, as well as our novel STC watermarking policy S.

A. χ2 detector
As a detection mechanism, we propose the following

(static) χ2 detector D:

D :
zi = y↓

i −Cx̂i | i−1, (12a)

gi = zT
i (CΣx,i | i−1C

T +Σv)
91zi, (12b)

where zi is the residual and gi is the detection signal which
is fed through a binary hypothesis test as in (10). The above
detection scheme is inspired by the one proposed in [15] and
here extended to the case of aperiodic sampling.

One can verify that the detection signal gi in (12b)
follows a χ2 distribution with ny degrees of freedom under
nominal system operation, which stems from the fact that
the detector residual zi ∼ N (0,Σz,i) [12], with Σz,i as in
(7c). Calculating the threshold η based on a false alarm rate
pfp ∈ (0, 1) is straightforward, and given by [23, Lemma 1]

η = 2 ·P 91
(ny

2
, 1− pfp

)
. (13)

Here, P 91 denotes the inverse regularized lower incomplete
gamma function. Whilst, in general, it is desirable to choose
the false alarm rate pfp small, one cannot make it arbitrarily
small without also increasing the missed detection rate.

B. Self-triggering policy

Let us denote by x⃗i[κ] := Aκx̂i + Bκui the open-loop
future state estimate, with matrices Aκ, Bκ as in (5), and
define qi[κ] := col(x̃i[κ], x̂i, r[ki + κ]). Let Q ∈ R2·nx+ny

be a (quadratic) triggering matrix to be designed and define
the function Γ : Rnx × Rny × Rnu → N as

Γ(x̂i, r,ui) = max
κ

{κ ⩽ κ̄ | qT
i [κ]Qqi[κ] ⩽ 0}, (14)

determining the next sampling instant. As is common in STC
literature [2], we introduce an upper bound κ̄ ∈ N on the time
between sampling instants. We assume the following:

Assumption 4. The triggering matrix Q is designed such
that any STC policy S producing triggering times

κi+1 ⩽ Γ(x̂i, r,ui), ∀x̂i, r,ui, (15)

guarantees practical mean square stable (MSS) tracking of
the reference signal r by system (1)-(3). That is, there exists
a class-KL function[2] β and constant γ > 0, such that

E
[
∥y[k]− r[k]∥2

]
⩽ β

(
E
[
∥y[0]− r[0]∥2

]
, k
)
+ γ, (16)

for all y[0], r ∈ Ry. ♢

Remark III.1. Early triggering has been used before [24],
[2], coming from the intuition that for quadratic Lyapunov-
based triggering conditions, early triggering preserves sta-
bility. For bounded disturbances, sufficient conditions in
terms of L2-stability were derived in [25]. In [26] an STC
triggering policy that guarantees MSS is provided, which is
preserved with early triggering.

C. Early triggering watermarking

From here on, we will use the shorthand notation κ̄i+1 :=
Γ(x̂i, r,ui) to denote the next sampling deadline [24]. We
employ a non-deterministic STC policy S, which acts as the
watermarking in our proposed method:

S : ki+1 = ki + κi+1, κi+1 ∼ pi+1(x̂i,ui), (17)

[2]A continuous function β : [0, a)× [0,∞) → R⩾0 belong to class KL
if, for all fixed s, β(0, s) = 0 and β(r, s) > β(r′, s), ∀r > r′, and, for
all fixed r, β(r, s) < β(r, s′), ∀s > s′, and if lims→∞ β(r, s) = 0.
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where pi+1 is a discrete probability distribution of the next
inter-sample time, with κi+1 ∈ {1, . . . , κ̄i+1}. The entries
pi,κ := pi+1(κ | x̂i,ui) need, in general, to be designed
online at each sample time ki. The open-loop future output
estimate y⃗i[κ] := Cx⃗i[κ] depends on κ, and follows a
normal distribution Nκ with mean and covariance matrix
given by

µκ(x̂i,ui) = C(Aκx̂i +Bκui), (18a)

Σκ(Σx,i) = C(AκΣx,iA
T
κ +Σw,κ)C

T +Σv. (18b)

Consider two event times ki and ki′ , ki > ki′ , with x̂i =
x̂i′ , r[ki] = r[ki′ ], and ui = ui′ , so that Γ(x̂i, r,ui) =
Γ(x̂i′ , r,ui′). An attacker in this situation may replay, at
ki + κ, the measurement y↓

i+1 = yi′+1 recorded at ki′ + κ′.
However, if the next inter-sample time κ, prescribed by the
STC mechanism S, is not equal to κ′, the open-loop future
residual estimate z⃗i+1 = y↓

i+1 − y⃗i[κ] satisfies

E
[
z⃗i+1

]
= µκ′(x̂i′ ,ui′)− µκ(x̂i,ui) =: µz,i[κ, κ

′], (19)

which, even in this most beneficial case for the adversary, that
is identical initial conditions (x̂i = x̂i′ , r[ki] = r[k′i], ui =
ui′ ), is non-zero if κ′ ̸= κ. We leverage this observation to
design an STC policy S capable of detecting the attack. In
particular, we exploit the fact that the distribution of zi (and
therefore gi) during a replay attack can be tuned through the
design of pi+1, as we have

H0 : E[zi ] = 0, (20a)

H1 : E[zi ] =

κ̄i+1∑
κ,κ′=1

pi,κ ·pi,κ′ ·µz,i−1[κ, κ
′]. (20b)

Ideally, we would like to design the distribution pi+1 such
that the missed detection rate pfn is minimized. The former
is achieved when, during a replay attack, there is a high
probability of a mismatch between κ (the next inter-event
time) and κ′ (the one recorded by the attacker). However,
computing the missed detection rate pfp in closed-form is
hard [15]. We propose to design pi by solving at each event
instant i:

min
pi

pT
i Wp(x̂i,ui)pi s.t. ∥pi∥1 = 1, pi ⩾ 0, (21)

with pi := col(pi,1, . . . , pi,κ̄i+1
) ∈ Rκ̄i+1 as the decision

variable, and Wp(x̂i,ui) ≻ 0 a matrix to be designed.
Inspired by [15], we propose an approach based on incor-

porating the Kullback-Leibler (KL) divergence between the
distribution of the open-loop future output estimates (18),
for different inter-event times κ, κ′, into the matrix Wp. The
early triggering aims to minimize the missed detection rate
during a replay attack. The use of the KL divergence is
motivated by the fact that minimizing the missed detection
is related to maximizing the KL divergence between the
distributions of y⃗i[κ] and y⃗i[κ

′] for κ ̸= κ′. For two normal
distributions Nκ and Nκ′ , the KL divergence is known in
closed form and can be readily computed [27]. As the KL
divergence is in general not symmetric, we opt for the use
of the (symmetric) Jeffrey’s divergence instead, given by

DJ(Nκ∥Nκ′) = DKL(Nκ∥Nκ′) + DKL(Nκ′∥Nκ). Finally,
to prevent Wp from not being (strictly) positive definite, we
define Wp = W̃p + |min{0, λmin(W̃p)} − ϵ0| ·I for some
small positive ϵ0 ≈ 0, where W̃p ∈ Rκ̄i+1×κ̄i+1 has entries

w̃p,ij = e−
√
pfp·DJ(Ni∥Nj). (22)

Whilst (21) needs to be solved online at each sample time
ki, this does not appear to be prohibitive, considering it is a
QP with a relatively low number of decision variables and
constraints.

Remark III.2. Additionally, under mild assumptions, when-
ever u is “large” compared to w, v, the optimal solution to
(21) becomes a discrete uniform distribution [28, Proposition
5.2]). Thus, if the above holds for all inputs (which can be
checked a postiori), the proposed early triggering mechanism
can be fully designed offline.

The proposed design is exemplified in Fig. 2.
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Fig. 2. Visualization of the proposed method, with ellipses given by {y ∈
Rny | (y − y⃗i[κ])

TΣκ(Σx,i)(y − y⃗i[κ]) = η}: their exteriors depict
when an alarm is triggered for that particular κ. The dashed line denotes
y⃗i[κ], both for κ ∈ {1 . . . , 5}. If, during a replay attack, at time ki+1, the
measurement yi′+1 is replayed but κ′ = 3 ̸= κ = 5, an alarm is raised
and the attack is detected.

Remark III.3. Our design methodology is similar to an
emulation-based approach [1], where first a controller C is
designed such that stability guarantees and desired perfor-
mance criteria are met using periodic sampling. Then, an
STC policy is designed where performance is traded off for
fewer communications. Finally, the STC policy is augmented
with early triggering to allow for attack detection. As such,
our proposed design methodology is applicable to legacy
systems (where the control logic has already been designed).

IV. ILLUSTRATIVE EXAMPLE

Consider the discrete-time unstable plant P given by:

A =

[
1 0.1

0.035 0.99

]
, B =

[
0
1

]
, (23)

and C = I [29]. Furthermore, consider the digital controller
C given by Ac = I , Bc = 0.1 ·I , and the matrices

Cc =
[
0.01 0.022

]
, Dc =

[
0.0875 0.198

]
. (24)

The objective of the closed-loop control system is to track
a sinusoidal reference signal given by r[k] = col(Ar ·
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sin (2π ·k/Kr), Ar ·cos (2π ·k/Kr)), with amplitude Ar = 2
and period Kr = 60. Since Assumption 2 holds, the control
system is susceptible to a replay attack. The process and
measurement noise covariance matrices are set to Σw =
1093 ·I and Σv = 1094 ·I , respectively.

We consider four scenarios: the first is with a ‘greedy’
STC policy S̄ such that κi+1 = κ̄i+1, without any additional
countermeasures. We refer to this scenario as the baseline.
Next, we consider our proposed method with STC policy S
from (17), as discussed in §III-B, and finally, we consider
two scenarios with STC policy S̄ and additive [15] and
multiplicative [29] watermarking, respectively.

The STC policies S̄, S are designed with Q as

Q =

 I − σ2 ·CTC −I σ2 ·C
−I I 0

σ2 ·CT 0 −σ2 ·I

, (25)

and σ = 0.32, κ̄ = 10. From our simulation results, we find
that Assumption 4 holds for all four scenarios.

Finally, the event-triggered χ2 detector is designed with a
false alarm rate pfp = 0.1%. As ny = 2 this implies η =
13.82 from (13). The safe region was chosen as Xs =

{
x0 ∈

Rnx
∣∣ ∥x0∥∞ ⩽ 4

}
such that, prior to any attack, x[k] ∈ Xs

for all four considered scenarios.
We perform a simulation for 360 time steps, where at k =

240, the adversary A launches a replay attack with a delay of
two cycles, meaning Na = 2. Given Assumption 3 and using
(9), the adversary chooses ∆i = 41 for the baseline and the
two benchmarks, and ∆i = 52 for our proposed method (as
early triggering leads to more events per tracking period Kr).

In Fig. 3-5, the orange and red vertical lines denote kIa

and the smallest k for which x[k] /∈ Xs, respectively. The
dashed line in the top plot depicts the genuine measurement
y[k], unavailable to the controller.

In Fig. 3, the results for the baseline scenario are depicted.
Observe that even when x[k] leaves Xs, no alarm is raised,
demonstrating that the passive detection scheme is inade-
quate. On the other hand, our proposed approach, depicted
in Fig. 4, detects the replay attack before the state trajectory
leaves the safe region.
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Fig. 3. Results of the baseline.
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Fig. 4. Performance of our proposed method.

Next, we consider the two watermarking benchmarks. To
provide a fair comparison with additive watermarking, the
input noise covariance matrix Σu (see [10, 23]) is set to
Σu = δ · I , with δ ∈ 1093 ·N as the smallest value such that
the replay attack is detected before the state trajectory leaves
the safe region Xs (note that the procedure as in [15] is not
applicable, as we are considering a dynamic controller). For
the scenario considered, we find δ = 2.7 · 1092. Lastly, for
multiplicative watermarking, we choose a filter order Nw =
4 and switching instants k ∈ 120 ·N0, similar to [29]. The
results can be seen in Fig. 5, where we observe that both
benchmarks detect the replay attack before x[k] /∈ Xs.
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Fig. 5. Left: additive watermarking, right: multiplicative watermarking.

To compare the nominal performance of our proposed
method as well as the two benchmarks to the baseline, we
let the simulation run in the attack-free case for K = 105

time steps (resulting in a different number of events Ni for
each scenario). As metrics, we use the average inter-event
time κavg = 1/Ni·

∑Ni

i=0 κi, the average (maximum) squared
tracking error Eavg = 1/K ·

∑K
k=0∥r[k]− y[k]∥2 (Emax =

maxk∥r[k]− y[k]∥2), and the average squared change in
actuation ∆Uavg = 1/(K − 1) ·

∑K
k=1∥u[k]− u[k − 1]∥2.

The result can be seen in Tab. I, where multiplicative
watermarking is omitted as all metrics are identical to the
baseline. From Tab. I, it can be seen that there exists a
trade-off, as our proposed watermarking scheme requires
more communications on average, but on the other hand,
decreased the average actuation ‘jitter’ (caused by additive
watermarking).
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TABLE I
TRADE-OFFS BETWEEN THE PROPOSED METHOD AND BENCHMARK

κavg Eavg Emax ∆Uavg ·103

I 3.09 9.41 4.86 2.5

II 2.16 9.16 4.87 2.0
−30.0% −3.1% −4.7% −18.4%

III 3.12 9.45 5.03 3.5
+0.8% +0.4% +4.9% +41.6%

I: Baseline, II: Proposed method, III: Additive watermarking
Red: adverse increase/decrease. Green: beneficial increase/decrease.

Remark IV.1. A key difference between our proposed
method and multiplicative watermarking is that our scheme
is entirely located on the controller side, whilst multiplicative
adds additional computational load on the sensors. Addition-
ally, the latter is susceptible to desynchronization [17], and
(due to the watermarking filter) leads to a loss of availability.

Furthermore, for additive watermarking, injecting noise
into the control signal can burden the physical actuators [29]
and lead to increased actuator attrition. Whilst our proposed
method does lead to more transmissions compared to the
baseline, no control performance is sacrificed: in fact, re-
computing ui more frequently leads to performance gains.

V. CONCLUSIONS AND FUTURE WORK

We presented a novel watermarking scheme capable of
detecting replay attacks based on modifying an existing STC
policy, making the scheme modular and applicable to legacy
systems. A comparison with additive and multiplicative
watermarking in an illustrative example showed that there
exist trade-offs between competing performance criteria.

One of our main priorities is to provide design method-
ologies (e.g. extending the results in [26]) guaranteeing that
Assumption 4 holds a priori. We are currently working on
improving the design methodology such that the detection
performance on regulation tasks remains adequate (see [28,
§5.6]). Finally, the effects of network-induced phenomena
such as communication delays and package drops on the
detection scheme are also the subject of future research.
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