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Abstract— This paper is concerned with event-triggered ro-
bust static output-feedback stabilization of the second-order
linear uncertain systems by a fast-varying square wave with
high gain. Recently, a constructive time-delay approach for
designing such a fast-varying output-feedback controller was
suggested by using continuous measurements. In the present
paper, we employ an event-trigger (ET) based on switching
approach that determines the measurement transmission in-
stants for this design. For the resulting switching system, we
construct appropriate coordinate transformations that cancel
the high gains and apply the time-delay approach to periodic
averaging of the system in new coordinates. By employing
appropriate Lyapunov functionals, we derive linear matrix
inequalities (LMIs) for finding an efficient upper bound on
the square wave frequency that guarantees the stability of the
original systems. Numerical examples illustrate the efficiency
of the method.

I. INTRODUCTION

Stabilization of linear/nonlinear systems by employing
vibrational control with a fast-varying dither (with zero mean
value) that depends on a small parameter was studied in [1],
[2], [3], [4]. The latter works rely on coordinate transforma-
tion that allows to transform the system to a standard form for
application of averaging. A related to vibrational control is
Brockett’s problem of stabilization by static output-feedback
with a time-varying gain in [5], where the system is not
stabilizable by constant gain. Some solutions to this problem
were provided by [6], [7]. However, the above results do not
provide an efficient upper bound on the small parameter that
guarantees the stability.

Recently, robust stabilization of linear uncertain systems
by using a static time-varying output-feedback was studied
in [8]. This was done by employing the coordinate transfor-
mation [1] that cancels the high gain and leads to a stable
averaged system, and the time-delay approach to periodic
averaging [9] that allows to present constructive quantitative
results for finding an upper bound on the small parameter
while ensuring the exponential stability. Besides, the time-
delay approach to averaging was applied to power systems
[10] and extended to L2-gain analysis [11], extremum seek-
ing [12], [13], [14] as well as discrete-time counterpart [15].

It should be noticed that the controller in [8] depend-
s on the continuous measurement leading to “redundant”
transmissions. For a reduction of network load, several
event-triggers (ETs) were suggested in the literature, e.g.
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continuous ET [16], periodic ET [17], [18], [19] and ET
via switching approach [20]. Note that the switching ET
allows to i) avoid Zeno phenomenon in continuous ET; and
ii) reduce transmission of measurement in periodic sampling.

In this paper, we study event-triggered robust stabilization
of the second-order linear uncertain systems by a fast-varying
square wave with high gain. First, we employ ET based on
switching approach from [20] to determine the measurement
transmission instants. Based on the triggered measurements,
we design a new controller that leads to a switching system.
Following [8], we employ the coordinate transformation to
cancel the high gain, and apply the time-delay approach to
periodic averaging of the system in new coordinates. Note
that extension to ET based on switching approach is not
straightforward since in the Lyapunov analysis we have to
compensate additional errors due to ET based on switching
approach. To compensate these errors, we construct addition-
al terms for the corresponding Lyapunov functionals that lead
to LMI conditions. Finally, we present numerical examples
to illustrate the efficiency of the method.

II. PROBLEM FORMULATION

Consider a linear uncertain system

ẋ(t) = [A+ ∆A(t)]x(t) +Bu(t), y(t) = Cx(t), (1)

where x(t) ∈ R2 is the state, u(t) ∈ R is the input, y(t) ∈ R
is the measurement, and

A =

[
0 1
a1 a2

]
, B =

[
0
b

]
, C =

[
c1 c2

]
. (2)

Here a1 ≥ 0 (implying that A is not Hurwitz), a2 < 0, b,
c1 and c2 6= 0 are constants. The time-varying uncertainty
∆A(t) ∈ Rn×n satisfies the following inequality

‖∆A(t)‖ ≤ σ0 ∀t ≥ 0 (3)

with a small constant σ0 > 0.
System (1), (2) with ∆A(t) = 0 may be not stabilizable

by a static time-invariant output-feedback. Note that robust
stabilization of system (1), (2) was studied in [8] by using a
static time-varying output-feedback

u(t) = k
ε sq

(
t
ε

)
y(t), t ≥ 0, (4)

where the square wave dither has the form

sq( tε ) = sgn cos( 2πt
ε )

=


1, t

ε ∈ [j, j + 1
4 ),

−1, t
ε ∈ [j + 1

4 , j + 3
4 ),

1, t
ε ∈ [j + 3

4 , j + 1),

j ∈ N0.
(5)

Here k is a scalar controller gain and ε > 0 is a small
parameter that is inverse of the dither frequency. Note that
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system (1), (2) can be exponentially stabilizable by (4) with
appropriate k and small enough ε > 0 iff the following holds
[21]: a2 < 0 and

a1c
2
2 − a2c1c2 − c21 < 0. (6)

The static output-feedback (4) depends on the continuous
measurement y(t). For practical application of the static
output-feedback (4), we consider its implementation by
employing an ET via switching approach from [20]. Then
the measurement y(t) is available only at the discrete-time
instants t` (` ∈ N0), where t0 = 0 and t` is determined by

t`+1 = mint≥t`+ε2h{|y(t)− y(t`)|2 ≥ ςε2|y(t)|2} (7)

with scalars ς ≥ 0 and h > 0. Clearly, the minimum
inter-event interval is ε2h implying that there is no Zeno
phenomenon. Based on the triggered measurement y(t`), in
this paper we design the following controller

u(t) = k
ε sq

(
t
ε

)
y(t`), t ∈ [t`, t`+1), ` ∈ N0. (8)

The resulting closed-loop system has the following form

ẋ(t) = [A+ ∆A(t)]x(t) + k
ε sq

(
t
ε

)
By(t`),

t ∈ [t`, t`+1), ` ∈ N0.
(9)

We present

y(t`) = y(t)−
∫ t
t`
ẏ(s)ds = Cx(t)− C

∫ t
t−τ(t) ẋ(s)ds,

τ(t) = t− t` ∈ [0, ε2h], t ∈ [t`, t` + ε2h), ` ∈ N0,
(10)

and

y(t`) = y(t)− [y(t)− y(t`)]︸ ︷︷ ︸
e(t)

= Cx(t)− e(t),

t ∈ [t` + ε2h, t`+1), ` ∈ N0.

(11)

Thus, similar to [20] we rewrite the closed-loop system (9)
as the following switched system

ẋ(t) = [A+ ∆A(t)]x(t) + k
ε sq

(
t
ε

)
BCx(t)

−χ(t)kε sq
(
t
ε

)
BC

∫ t
t−τ(t) ẋ(s)ds

+(1− χ(t))kε sq
(
t
ε

)
Be(t), t ≥ 0,

(12)

where

χ(t) =

{
1, t ∈ [t`, t` + ε2h),

0, t ∈ [t` + ε2h, t`+1),
` ∈ N0. (13)

To cancel the large term k
ε sq( tε )BCx(t) in (12), inspired

by [1] we consider the following generating equation

d
dtφ

(
t
ε

)
= k

ε sq
(
t
ε

)
BCφ

(
t
ε

)
, t ≥ 0. (14)

The fundamental matrix Φ( tε , 0) of equation (14) is obtained
as

Φ
(
t
ε , 0
)

= ekρ(
t
ε )BC

=

[
1 0

c1
c2
ekbc2ρ(

t
ε ) − c1

c2
ekbc2ρ(

t
ε )

]
, t ≥ 0,

(15)

where

ρ
(
t
ε

)
=


t
ε − j,

t
ε ∈ [j, j + 1

4 ),

− t
ε + j + 1

2 ,
t
ε ∈ [j + 1

4 , j + 3
4 ),

t
ε − j − 1, t

ε ∈ [j + 3
4 , j + 1),

j ∈ N0.

(16)
It is clear that ρ( tε ) (and thus Φ( tε , 0) in (15)) is ε-periodic.
Note that ‖Φ( tε , 0)‖ and ‖Φ−1( tε , 0)‖ are uniformly bounded
for all t ≥ 0. Assume that

A1 there exists positive constants ψi (i = 1, 2) (indepen-
dent of ε ∈ (0, ε∗]) satisfying

|CΦ
(
t
ε , 0
)
| ≤ ψ1, |Φ−1

(
t
ε , 0
)
B| ≤ ψ2. (17)

Introduce next the coordinate transformation

x(t) = Φ
(
t
ε , 0
)
ζ(t), t ≥ 0. (18)

This coordinate transformation is stability preserving since
‖Φ( tε , 0)‖ and ‖Φ−1( tε , 0)‖ are uniformly bounded for all
t ≥ 0. Taking the derivative with respect to t in (18) and
using the relation d

dtΦ( tε , 0) = k
ε sq( tε )BCΦ( tε , 0) for all

t ≥ 0, we obtain

ẋ(t) = k
ε sq

(
t
ε

)
BCΦ

(
t
ε , 0
)
ζ(t) + Φ

(
t
ε , 0
)
ζ̇(t), t ≥ 0.

(19)
Substituting the right-hand of (19) for ẋ(t) in (12) and taking
into account that matrix Φ

(
t
ε , 0
)

is nonsingular for all t ≥ 0,
we obtain

ζ̇(t) = Φ−1
(
t
ε , 0
)

[A+ ∆A(t)]Φ
(
t
ε , 0
)
ζ(t)

−χ(t)kε sq
(
t
ε

)
Φ−1

(
t
ε , 0
)
BC

∫ t
t−τ(t) ẋ(s)ds

+(1− χ(t))kε sq
(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t)

= [A
(
t
ε

)
+ ∆A(t)]ζ(t) + χ(t)[δ1(t) + δ2(t)]

+(1− χ(t))kε sq
(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t), t ≥ 0,

(20)

where

A
(
t
ε

)
= Φ−1

(
t
ε , 0
)
AΦ

(
t
ε , 0
)
,

∆A(t) = Φ−1
(
t
ε , 0
)

∆A(t)Φ
(
t
ε , 0
)
,

δ1(t) = −kε sq
(
t
ε

)
Φ−1

(
t
ε , 0
)
BC

∫ t
t−τ(t) Φ

(
s
ε , 0
)
ζ̇(s)ds,

δ2(t) = −k
2

ε2 sq
(
t
ε

)
Φ−1

(
t
ε , 0
)

(BC)2

×
∫ t
t−τ(t) sq

(
s
ε

)
Φ
(
s
ε , 0
)
ζ(s)ds.

(21)
Note that δ1(t) and δ2(t) are of the order O(εh) and O(h),
respectively, provided ζ and ζ̇ are both of order O(1).

The averaged system of (20) with ∆A(t) = 0, h → 0,
ε→ 0 and σ → 0 (i.e. δ1(t)→ 0, δ2(t)→ 0 and e(t)→ 0)
has the following form

ζ̇av(t) = Aavζav(t), t ≥ 0, (22)

where ζav(t) ∈ R2 and

Aav = 1
ε

∫ ε
0
A
(
s
ε

)
ds =

[
a11

4
kbc2

sinh
(
kbc2
4

)
a21 a22

]
,

a11 = 4c1
kbc22

sinh
(
kbc2
4

)
− c1

c2
,

a21 =
4(a1c

2
2−a2c1c2−2c

2
1)

kbc32
sinh

(
kbc2
4

)
+ a2c1

c2
+

2c21
c22
,

a22 = a2 − 4c1
kbc22

sinh
(
kbc2
4

)
+ c1

c2
.

(23)
Then the following result holds:

853



Proposition 1: [8] Let a2 < 0. Matrix Aav given by (23)
is Hurtwiz iff

a1 +
2(a1c

2
2−a2c1c2−c

2
1)

c22

∑∞
i=2

1
(2i)!

(
kbc2
2

)2(i−1)
< 0

(24)
Moreover, if (6) holds, then inequality (24) is always feasible
for large enough |k|.

III. MAIN RESULTS

A. A time-delay model

Consider system (20), where ζ(t) ∈ R2, a2 < 0 and c2 6=
0. Let k be subject to (24) such that Aav given by (23) is
Hurwitz. Given small σ0 > 0 in (3), let a small enough σ > 0
(independent of ε ∈ (0, ε∗]) be the upper bound on ∆A(t)
defined in (21) for all t ≥ 0, i.e.

‖∆A(t)‖ ≤ σ ∀t ≥ 0. (25)

Indeed, this upper bound can be found by using (3), (21):

‖∆A(t)‖ ≤ σ0‖Φ−1( tε , 0)‖‖Φ( tε , 0)‖ ≤ σ,

If particularly ∆A(t) = ∆a(t)I with ∆a(t) ∈ R satisfying
|∆a(t)| ≤ σ0 for all t ≥ 0, then σ = σ0. Moreover, from
(15) and (21) we find that all entries Aij( tε ) of A( tε ) are
uniformly bounded for t ≥ 0. Thus, A( tε ) can be presented
as a convex combination of the constant matrices Ai for all
t ≥ ε:

A( tε ) =
∑N
i=1 ρi(

t
ε )Ai, ρi(

t
ε ) ≥ 0,

∑N
i=1 ρi(

t
ε ) = 1

(26)
with some integer N ≥ 2.

Following [9], [11], we will apply the time-delay approach
to periodic averaging of system (20). Namely, we integrate
both sides of system (20) over [t− ε, t] for t ≥ ε+ ε2h, i.e.

ζ(t)−ζ(t−ε)
ε = 1

ε

∫ t
t−ε[A( sε ) + ∆A(s)]ζ(s)ds

+ 1
ε

∫ t
t−ε χ(s)[δ1(s) + δ2(s)]ds

+ k
ε2

∫ t
t−ε(1− χ(s))sq

(
s
ε

)
Φ−1

(
s
ε , 0
)
Be(s)ds.

(27)

We present the left-hand side of (27) as

ζ(t)−ζ(t−ε)
ε = d

dt [ζ(t)−G(t)]

+ 1
ε

∫ t
t−ε ∆A(s)ζ(s)ds−∆A(t)ζ(t)

+ 1
ε

∫ t
t−ε χ(s)[δ1(s) + δ2(s)]ds− χ(t)[δ1(t) + δ2(t)]

+ k
ε2

∫ t
t−ε(1− χ(s))sq

(
s
ε

)
Φ−1

(
s
ε , 0
)
Be(s)ds

−(1− χ(t))kε sq
(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t),

(28)
where

G(t) = 1
ε

∫ t
t−ε(s− t+ ε)A( sε )ζ(s)ds. (29)

The term G(t) depends on the nominal part A( tε )ζ(t) only
(that is the fast-varying term to be “averaged”) and not on
the whole right-hand part of (20) as in [9]. Then we obtain

d
dt [ζ(t)−G(t)] = ∆A(t)ζ(t) + χ(t)[δ1(t) + δ2(t)]

+(1− χ(t))kε sq
(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t)

+ 1
ε

∫ t
t−εA( sε )[ζ(s)− ζ(t) + ζ(t)]ds, t ≥ ε+ ε2h.

(30)

We present
1
ε

∫ t
t−εA( sε )[ζ(s)− ζ(t)]ds = − 1

ε

∫ t
t−εA( sε )

∫ t
s
ζ̇(θ)dθds.

Thus, we transform system (20) to the following time-delay
system:

ż(t) = [Aav + ∆A(t)]ζ(t)− Y (t) + χ(t)[δ1(t) + δ2(t)]
+(1− χ(t))kε sq

(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t), t ≥ ε+ ε2h,

(31)
where

z(t) = ζ(t)−G(t),

Y (t) = 1
ε

∫ t
t−εA( sε )

∫ t
s
ζ̇(θ)dθds,

(32)

with G(t) from (29) and ζ̇ satisfying (20). Note that system
(31) with notations (32) is a neutral type system.

B. LMI conditions: L-K method

Theorem 1: (c2 6= 0) Let a2 < 0 and k satisfy (24)
(resulting in Hurwitz Aav given by (23)). Assume that (25)
and (26) hold. Given matrices Ai (i = 1, . . . , N, N ≥ 2)
and scalars σ > 0, α > 0, ε∗ > 0, ς > 0, h > 0 and ψi > 0
(i = 1, 2), let there exist n× n matrices P > 0, R > 0, and
scalars Q > 0, Wi > 0 (i = 1, 2), λ > 0 that satisfy the
following LMIs for i = 1, . . . , N , j = 1, 2

Υij =


Πj

ATi R ATi Θj

0 0
0 ΘjI4−j

∗ − R
ε∗ 0

∗ ∗ −Θj

 < 0, I4−j = [I, · · · , I︸ ︷︷ ︸
4−j

]T ,

(33)
where Πj = [Πi

ı] are the symmetric matrices composed of

Π1
11 = PAav +ATavP + 2αP + λσ2I

+(hk2ψ1)2W2|CB|2I,
Π2

11 = PAav +ATavP + 2αP + λσ2I
+ςk2ψ2

1ψ
2
2I, Πi

12 = −ATavP − 2αP,
Πi

13 = Πi
24 = Πi

25 = Π1
26 = −P, Πi

44 = −λI,
Πi

14 = Πi
15 = Π1

16 = Πi
23 = P, Πi

33 = − 2Q
ε∗ e
−2αε∗I,

Πi
22 = − 4

ε∗ e
−2αε∗R+ 2αP, Π2

55 = −I,
Π1

55 = − π2

4ψ2
2
e−2αε

2hW1I, Π1
66 = − π2

4ψ2
2
e−2αε

2hW2I

(34)
and other blocks are zero matrices, and

Θ1 = Θ2 + (ε∗hkψ1)2W1, Θ2 = ε∗Q
∫ 1

0
AT (τ)A(τ)dτ.

(35)
Then system (12) with c2 6= 0 and t` given by (7) is
exponentially stable with a decay rate α for all ε ∈ (0, ε∗],
meaning that there exists M > 0 such that for all ε ∈ (0, ε∗]
and initial conditions x(0) the solutions of (12) with c2 6= 0
and t` given by (7) satisfy the following inequality:

|x(t)|2 ≤Me−2αt|x(0)|2 ∀t ≥ 0 (36)
Proof: We start with t ∈ [t`, t` + ε2h), i.e. χ(t) = 1.

Choose

VP (t) = zT (t)Pz(t), 0 < P ∈ Rn×n. (37)

Differentiating VP (t) along (31) with χ(t) = 1 we find

V̇P (t) = 2[ζ(t)−G(t)]TP [(Aav + ∆A(t))ζ(t)
−Y (t) + δ1(t) + δ2(t)].

(38)
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To compensate G(t) and Y (t) in (38), we employ [11], [22]

VR(t) = 1
ε

∫ t
t−ε e

−2α(t−s)(s− t+ ε)2ζT (s)

×AT
(
s
ε

)
RA

(
s
ε

)
ζ(s)ds, 0 < R ∈ Rn×n,

VQ(t) = Q
ε

∫ t
t−ε
∫ t
s
e−2α(t−θ)(s− t+ ε)

×|A
(
s
ε

)
ζ̇(θ)|2dθds, Q ∈ R+.

(39)

By using Lemma 1.1 in [11], we obtain

V̇R(t) + 2αVR(t) ≤ − 4
εe
−2αεGT (t)RG(t)

+εζT (t)AT
(
t
ε

)
RA

(
t
ε

)
ζ(t),

V̇Q(t) + 2αVQ(t) ≤ − 2Q
ε e
−2αε|Y (t)|2

+Q
ε ζ̇

T (t)
∫ t
t−ε(s− t+ ε)AT

(
s
ε

)
A
(
s
ε

)
dsζ̇(t)

≤ − 2Q
ε e
−2αε|Y (t)|2 + εQζ̇T (t)

∫ 1

0
AT (τ)A(τ)dτ ζ̇(t),

(40)
where in the last inequality we used

1
ε2

∫ t
t−ε(s− t+ ε)AT ( sε )A( sε )ds

≤ 1
ε

∫ t
t−εA

T ( sε )A( sε )ds =
∫ 1

0
AT (τ)A(τ)dτ.

Using (17) and (21) we obtain

|δ1(t)| = |kεΦ−1
(
t
ε , 0
)
BC

∫ t
t−τ(t) Φ

(
s
ε , 0
)
ζ̇(s)ds|

≤ |Φ−1
(
t
ε , 0
)
B||δ̃1(t)| ≤ ψ2|δ̃1(t)|,

|δ2(t)| = |k
2

ε2 Φ−1
(
t
ε , 0
)

(BC)2

×
∫ t
t−τ(t) sq

(
s
ε

)
Φ
(
s
ε , 0
)
ζ(s)ds|

≤ |Φ−1
(
t
ε , 0
)
B||δ̃2(t)| ≤ ψ2|δ̃2(t)|,

where

δ̃1(t) = k
εC
∫ t
t−τ(t) Φ

(
s
ε , 0
)
ζ̇(s)ds,

δ̃2(t) = k2

ε2CBC
∫ t
t−τ(t) sq

(
s
ε

)
Φ
(
s
ε , 0
)
ζ(s)ds.

Then
−|δ̃i(t)|2 ≤ − 1

ψ2
2
|δi(t)|2, i = 1, 2. (41)

Based on the latter bounding, we suggest

VW1(t) = −π
2

4 e
−2αhW1

∫ t
t−τ(t) e

−2α(t−s)|δ̃1(s)|2ds
+ε2h2k2W1

∫ t
t−τ(t) e

−2α(t−s)|CΦ
(
s
ε , 0
)
ζ̇(s)|2ds,

VW2
(t) = −π

2

4 e
−2αhW2

∫ t
t−τ(t) e

−2α(t−s)|δ̃2(s)|2ds
+h2k4W2

∫ t
t−τ(t) e

−2α(t−s)|CBCΦ
(
s
ε , 0
)
ζ(s)|2ds,

t ∈ [t`, t` + ε2h), ` ∈ N0, Wi ∈ R+, i = 1, 2
(42)

to compensate the terms δ̃1(t) and δ̃2(t) (thus, δ1(t) and δ2(t)
in (38)), respectively. Since δ̃1(t`) = δ̃2(t`) = 0, d

dt δ̃1(t) =
k
εCΦ

(
t
ε , 0
)
ζ̇(t), d

dt δ̃2(t) = k2

ε2 sq
(
t
ε

)
CBCΦ

(
t
ε , 0
)
ζ(t) and

|k
2

ε2 sq
(
t
ε

)
CBCΦ

(
t
ε , 0
)
ζ(t)| ≤ k2

ε2 |CBCΦ
(
t
ε , 0
)
ζ(t)|,

Lemma 1 of [23] implies VW1
(t) ≥ 0 and VW2

(t) ≥ 0 for
t ∈ [t`, t` + ε2h), ` ∈ N0. Using (41) we obtain

V̇W1
(t) + 2αVW1

(t) = ε2h2k2W1|CΦ
(
t
ε , 0
)
ζ̇(t)|2

−π
2

4 e
−2αε2hW1|δ̃1(t)|2

≤ ε2h2k2ψ2
1W1|ζ̇(t)|2 − π2

4ψ2
2
e−2αε

2hW1|δ1(t)|2,
V̇W2

(t) + 2αVW2
(t) = −π

2

4 e
−2αε2hW2|δ̃2(t)|2

+h2k4W2|CBCΦ
(
t
ε , 0
)
ζ(t)|2

≤ h2k4ψ2
1W2|CB|2|ζ(t)|2 − π2

4ψ2
2
e−2αε

2hW2|δ2(t)|2.
(43)

We next consider t ∈ [t`+ε
2h, t`+1), i.e. χ(t) = 0. Choose

VP (t) given by (37). Differentiating VP (t) along (31) with
χ(t) = 0 leads to

V̇P (t) = 2[ζ(t)−G(t)]TP [(Aav + ∆A(t))ζ(t)
−Y (t) + k

ε sq
(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t)].

(44)

Note that the following holds:

|kε sq
(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t)| ≤ kψ2

ε |e(t)|.

Moreover, from (7) and (11) it follows that

|e(t)|2 ≤ ςε2|CΦ
(
t
ε , 0
)
ζ(t)|2 = ςψ2

1ε
2|ζ(t)|2.

Thus, we obtain

|kε sq
(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t)|2 ≤ ςk2ψ2

1ψ
2
2 |ζ(t)|2

leading to

V̇P (t) ≤ 2[ζ(t)−G(t)]TP [(Aav + ∆A(t))ζ(t)
−Y (t) + k

ε sq
(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t)]

+ςk2ψ2
1ψ

2
2 |ζ(t)|2 − |kε sq

(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t)|2.

(45)
We use the terms VR(t) and VQ(t) in (39) to compensate
G(t) and Y (t) in (45).

Define a Lyapunov functional as

V (t) = VP (t) + VR(t) + VQ(t) + χ(t),
×[VW1

+ VW2
], t ≥ ε+ ε2h,

(46)

where VP (t) is from (37), VR(t) and VQ(t) are from (39),
VW1

and VW2
are from (42), and χ(t) is given by (13). This

functional is positive-definite for all ε ∈ [0, ε∗]:

V (t) ≥ VP (t) + VR(t)

≥
[
ζ(t)
G(t)

]T [
P −P
∗ P + e−2αε

∗
R

] [
ζ(t)
G(t)

]
≥ c̄1|ζ(t)|2,

by Jensen’s inequality (see e.g. (3.87) in [24]) with c̄1 =

λmin(
[
P −P
∗ P+e−2αε∗R

]
). To compensate ∆A(t)ζ(t) in (38)

and (45), from (25) we have

λ[σ|ζ(t)|2 − |∆A(t)ζ(t)|2] > 0 (47)

with some λ > 0. Applying S-procedure, where we add to
V̇ (t) the left-hand part of (47), and employing (38), (40),
(43) and (45), we obtain for all ε ∈ (0, ε∗]

V̇ (t) + 2αV (t) ≤ χ(t)[ηT1 (t)Π1η1(t) + ζ̇T (t)Θ1ζ̇(t)]

+(1− χ(t))[ηT2 (t)Π2η2(t) + ζ̇T (t)Θ2ζ̇(t)]
+ε∗ζT (t)AT ( tε )RA( tε )ζ(t), t ≥ ε+ ε2h.

(48)
where Πi (i = 1, 2) are composed of (34) and

ηT1 (t) = [ηT (t), δT1 (t), δT2 (t)],
ηT2 (t) = [ηT (t), (kε sq

(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t))T ],

ηT (t) = [ζT (t), GT (t), Y T (t), ζT (t)∆AT (t)].

Moreover, from (20) and (26) it follows that

ζ̇(t) = [
∑N
i=1 ρi(

t
ε )Ai + ∆A(t)]ζ(t) + χ(t)[δ1(t)

+δ2(t)] + (1− χ(t))kε sq
(
t
ε

)
Φ−1

(
t
ε , 0
)
Be(t).

(49)

Substituting (49) into (48) and applying further Schur com-
plement formula, we find that LMIs (33) guarantee that
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V̇ (t) + 2αV (t) ≤ 0 for t ∈ [t`, t` + ε2h) and t ∈ [t` +
ε2h, t`+1), respectively. Taking into account the fact that
V (t) defined by (46) does not grow the switching instants t`
and t` + ε2h and following arguments of [8], [9], we arrive
at (36).

The feasibility of the strict LMIs (33) with α = 0 implies
the feasibility of (33) with the same decision variables and a
small enough α = α0 > 0, and thus guarantees exponential
stability of system (9) with t` given by (7) with a small
enough decay rate. Moreover, the feasibility of LMIs (33) is
always guaranteed for small enough ε∗ > 0, σ > 0, α > 0,
h > 0 and ς > 0 provided Aav is Hurwitz. This completes
the proof. �

Note that if c2 = 0 in (2) we have CB = 0 (thus δ2(t) = 0
in (21)). Then, one employs the following ET (cf. (7))

t`+1 = mint≥t`+εh{|y(t)− y(t`)|2 ≥ ςε2|y(t)|2}, (50)

where correspondingly the term δ1(t) defined in (21) be-
comes of the order O(h) (instead of O(εh) when using ET
(7)). The latter leads to system (20) with δ2(t) = 0 and
χ(t) define by (13) with ε2h changed by εh. Moreover, the
corresponding Φ

(
t
ε , 0
)

is obtained by using the limit of (15)
as c2 approaches zero:

Φ
(
t
ε , 0
)

=

[
1 0

kbc1ρ( tε ) 1

]
, t ≥ 0.

Then, by using the time-delay approach to periodic averaging
[9], [11] we arrive at the time-delay system (31) with δ2(t) =
0 and χ(t) define by (13) with ε2h changed by εh for t ≥ ε+
εh. By arguments of Theorem 1, we arrive at the following:

Theorem 2: (c2 = 0) Let a2 < 0 and k satisfy (24)
(resulting in Hurwitz Aav given by (23)). Assume that (25)
and (26) hold. Given matrices Ai (i = 1, . . . , N, N ≥ 2)
and scalars σ > 0, α > 0, ε∗ > 0, ς > 0, h > 0 and ψi > 0
(i = 1, 2), let there exist n× n matrices P > 0, R > 0, and
scalars Q > 0, W1 > 0, λ > 0 that satisfy

Υ̃j < 0, , i = 1, . . . , N, j = 1, 2.

Here Υ̃1 is obtained from Υ1 in (33) by replacing Π1
11, Π1

55,
Θ1 with PAav +ATavP + 2αP + λσ2I , − π2

4|B|2 e
−2αεhW1I

and Θ2+h2k2W1C
TC with Θ2 defined in (35), respectively,

and by taking away the 6th block-column and block-row
whereas Υ̃2 is obtained from Υ2 by replacing Π2

11 with
PAav +ATavP + 2αP +λσ2I + ςk2|B|2CTC. Then system
(12) with c2 = 0 and t` given by (50) is exponentially
stable with a decay rate α for all ε ∈ (0, ε∗], meaning that
there exists M > 0 such that for all ε ∈ (0, ε∗] and initial
conditions x(0) the solutions of (12) with c2 = 0 and t`
given by (50) satisfy (36).

IV. NUMERICAL EXAMPLES

For the cases of c2 6= 0 and c2 = 0, we will present
two examples in the presence of uncertainties, where the
uncertainty is given by

∆A(t) = σ0 sin(t)I. (51)

TABLE I
MAXIMUM VALUES OF ε∗ FOR DIFFERENT α, σ, h AND ς (EXAMPLE 1)

Method α σ h ς ε∗

[8], Th. 1 10−6 0 0 0 0.0097
0.01 0.02 0 0 0.0079

Th. 1 10−6 0 8 · 10−6 0 0.0061
0.01 0.02 8 · 10−6 0 0.0044
10−6 0 8 · 10−6 4 · 10−9 0.0048
0.01 0.02 8 · 10−6 4 · 10−9 0.0030

The latter satisfies (3). From (21), it follows that (25) with
σ = σ0.

Example 1: Consider system (1), (2) with [6], [8]

a1 = b = c1 = −c2 = 1, a2 = − 1
2 , (52)

and (51) under a fast-varying output feedback controller (4).
Note that this system with ∆A(t) = 0 is not stabilizable
by a static time-invariant output-feedback controller. Via the
coordinate transformation (18), we obtain (20), where

A( tε ) =

[
−e−kρ( tε ) + 1 e−kρ(

t
ε )

−e−kρ( tε ) − 1
2e
kρ( tε ) + 5

2 e−kρ(
t
ε ) − 3

2

]
(53)

with ρ(·) given by (16) and ∆A(t) in (21) satisfies (25) with
σ = σ0. Clearly, A( tε ) in (53) belongs to uncertain polytope
with four vertices (that are omitted here) corresponding to
(−ρ, ρ) ∈ {− 1

4 ,
1
4} × {−

1
4 ,

1
4}. We obtain

Aav =

[
− 4
k sinh(k4 ) + 1, 4

k sinh(k4 )
− 6
k sinh(k4 ) + 5

2
4
k sinh(k4 )− 3

2

]
. (54)

Let k = 9. From (17), (33) and (53) we obtain ψ1 = 13.4177,
ψ2 = 9.4877 and∫ 1

0
AT (τ)A(τ)dτ =

[
10.9444 −12.2628
−12.2628 15.9964

]
. (55)

By verifying the feasibility of LMIs in Theorem 1 in the
four vertices with different α, σ = σ0, h and ρ, and using
(54), (55), we find the upper bounds ε∗ (see Table I) that
guarantee the exponential stability of system (9), (52) with
t` given by (7) and k = 9 for all ε ∈ (0, ε∗].

Numerical simulation under the initial condition x(0) =
[−1, 1]T shows that system (9), (52) with t` given by (7), k =
9 and ∆A(t) = 0 ∀t ≥ 0 is stable for a larger ε = 2, h = 1 ·
10−3 and ς = 0.5·10−3, see Fig. 1, where the simulation time
is 50 seconds. Note that the amount of sent measurements
under ET (7) is 3397, which is essentially smaller than 12500
under the periodic sampling of measurements with t` = ` ·
ε2h where ε = 2, h = 1 · 10−3 and ` ∈ N.

Example 2: Consider system (1), (2) with [8]

a1 = 52.973, a2 = −5, b = c1 = 1, c2 = 0 (56)

and ∆A(t) given by (51) under a fast-varying output feed-
back controller (4). Via the coordinate transformation (18),
we obtain (20), where

A( tε ) =

[
kρ( tε ) 1

52.973− 5kρ( tε )− k2ρ2( tε ) −5− kρ( tε )

]
(57)

with ρ(·) given by (16), and ∆A(t) in (21) satisfies (25) with
σ = σ0. Clearly, A( tε ) in (57) belongs to uncertain polytope
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Fig. 1. State trajectory of (9), (52) with t` given by (7), k = 9 and
∆A(t) = 0 ∀t ≥ 0 when ε = 2, h = 1 · 10−3 and ς = 0.1 · 10−3.

TABLE II
MAXIMUM VALUES OF ε∗ FOR DIFFERENT α, σ, h AND ς (EXAMPLE 2)

Method α σ h ς ε∗

[8], Th. 2 10−6 0 0 0 0.0018
0.2 0.2 0 0 0.0013

Th. 2 10−6 0 0.002 0 0.0010
0.2 0.2 0.002 0 0.0005
10−6 0 0.002 0.0005 0.0009
0.2 0.2 0.002 0.0005 0.0004

with four vertices (that are omitted here) corresponding to
ρ ∈ {− 1

4 ,
1
4} and ρ2 ∈ {0, 1

16}. We obtain

Aav =

[
0 1

52.973− k2

48 −5

]
. (58)

Let k = 57. From (17), (33) and (57) we obtain∫ 1

0
AT (τ)A(τ)dτ = 103 ×

[
5.6417 0.412
0.412 0.09377

]
. (59)

By verifying the feasibility of LMIs in Theorem 2 in the
four vertices with different α, σ = σ0, h and ς , and using
(58), (59), we find the upper bounds ε∗ (see Table II) that
guarantee the exponential stability of system (9), (56) with
t` given by (50) and k = 57 for all ε ∈ (0, ε∗].

Numerical simulation under the initial condition x(0) =
[−1, 1]T shows that system (9), (56), with t` given by (50),
k = 57 and ∆A(t) = 0 ∀t ≥ 0 is stable for a larger ε = 0.36,
h = 0.01 and ς = 0.8, see Fig. 2, where the simulation time
is 5 seconds. Note that the amount of sent measurements
under ET (50) is 482, which is essentially smaller than 1388
under the periodic sampling of measurements with t` = `·εh
where ε = 0.8, h = 0.01 and ` ∈ N.
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