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Abstract— This paper addresses an adaptively distributed pr-
escribed-time synchronization problem of complex dynamical
networks (CDNs) via distributed pinning control schemes using
neighboring information over the digraph. The novel distribut-
ed prescribed-time synchronization pinning control algorithms
with static and dynamic coupling laws are developed to achieve
global synchronization in the specified time, where each node
can adjust its strategy on its procurable synchronization error.
Based on the time transformation method and Lyapunov analy-
sis theory, it is proved that global synchronization can be guar-
anteed in a pre-defined time and moreover, this synchronization
can be preserved after the time, and further the control inputs
are kept uniformly bounded. Lastly, the numerical simulation
results are further presented to illustrate the effectiveness of
the developed synchronization control methods.

I. INTRODUCTION

Distributed synchronization control for complex networks
has become a hot research topic over the past few decades,
which has exhibited significant benefits from practical ap-
plications, e.g., the Internet networks, epidemic spreading
networks, social networks, power systems, wireless sensor
networks, mobile multi-robot systems (e.g., see [1], [2]). The
pinning control strategies have been proven to be powerful
and effective techniques that solve synchronization problems
of CDNs, where a subset of nodes is pinned to achieve
global synchronization, e.g., [3]–[7]. The synchronization in
these works was achieved in the infinite time horizon in
terms of either an asymptotic convergence [6], or a uniformly
ultimately bounded convergence [4], [7], or an exponential
convergence [5]. To enhance a convergence rate of synchro-
nization, the study of finite-/fixed-time synchronization has
been investigated in [8]–[14] with conservative settling-time
estimations. The signum function plays a key role in enabling
finite-time synchronization (see [8], [9]) with settling-time
estimations that rely on the initial conditions of each node,
leading to unfixed settling time associated with various initial
conditions. The signum function based design is nonsmooth
and indispensable for controllers. In order to remove above
limitations, a fixed-time synchronization was studied in [10].
Fixed-time group synchronization was further considered in
[11] over undirected graphs, where the distributed controller
is nonsmooth with the conservative settling-time estimation.
Moreover, this design was extended in [12] to obtain robust
fixed-time synchronization with stochastic disturbances. The
fractional power based feedback was adopted in [13] to have
fixed-time synchronization with the semi-global convergence
that relies on each node’s initial conditions.
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As observed, one design limitation in [8]–[14] to achieve
finite-/fixed-time synchronization is that settling time is esti-
mated with a conservative upper bound that relies on design
parameters and communication structures. Then, prescribed-
/appointed-time synchronization is introduced in [15]–[18],
where the settling time is user-defined according to task re-
quirements. This specified-time synchronization or consensus
is difficult to achieve in theory, yet preferable for practical
applications. A prescribed-time consensus was given in [15]
over undirected graphs via a state scaling parameter design.
It was extended in [16] to yield an appointed-time consensus
via a two-hop communication. The authors in [17] addressed
appointed-time synchronization problems via a motion plan-
ning method using neighboring information over a directed
yet balanced graph. The prescribed-time synchronization was
considered in [18] via the discontinuous controller such that
the tracking error was uniformly bounded.

Another shortcoming in [8]–[18] is that explicit quantifi-
cation of control gains needs to rely on information on the
communication structure, the Lipschitz constant of nonlinear
functions, and the number of all nodes. To remove global
information, the idea is to adjust control strengths adaptively.
The most related works on adaptive synchronization were
reported in [19] and [20]. The strategies in [20] resulted in
the synchronization to a small bound by adaptively updating
coupling strengths to each node on its overall procurable syn-
chronization error. This bound relies on the initial conditions,
the Lipschitz constant of nonlinear functions as well as the
network topologies. More importantly, the adaptive pinning
synchronization design in [20] over directed graphs requires
to construct a graph-dependent Lyapunov function with the
asymmetric information exchange matrix, which may not
be reasonable. In addition, the developed algorithm heavily
depends on the explicit solution to linear matrix inequalities,
whose existence may not be easily ensured.

In light of above discussions, this paper addresses the dis-
tributed prescribed-time and adaptive synchronization prob-
lems of CDNs under the directed topology, where the settling
time is pre-specified by task requirements and the controller
does not require this known global information. The feasible
and easy-to-implement distributed pinning control schemes
are proposed to guarantee synchronization in a pre-specified
convergence time by using the time transformation technique
that transforms the prescribed-time synchronization into an
infinite-time issue. Further, the Laypunov analysis method is
adopted to obtain the convergence of systems. The zero-error
convergence is thus achieved, where each node can adjust its
strategy on its procurable synchronization error dynamically.
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II. PROBLEM FORMULATION

A. Graph Theory
Define G = {V, E} as a directed graph, where V ∈ {1, 2,

· · · , N} denotes a set of nodes and E ⊆ V × V is a set of
edges, respectively, and the neighboring set of node i is given
by Ni = {j ∈ V |(j, i) ∈ E}. A directed graph G is said to
have a spanning tree, if there exists a directed path from the
root node to every other nodes, and this root node has no
incoming edges. Let A = [aij ] be the adjacency matrix of a
graph G, where aij > 0 if and only if (j, i) ∈ E , otherwise,
aij = 0. Let L be the Laplacian matrix of G.

For a leader-follower network, we label the leader node as
0 and then, Ḡ = (V̄, Ē) can be used to define an augmented
graph, where Ē ⊆ V̄ × V̄ with V̄ = {0} ∪ {V}. Further,
we denote L̄ = [01×1, 01×N ;−A01N , H] as the Laplacian
matrix of Ḡ, where A0 = diag{ai0} is a diagonal matrix with
ai0 > 0 if (0, i) ∈ Ē and ai0 = 0, otherwise, and the matrix
H = L+A0 is allowed to be asymmetric for a digraph.

B. Network Model of CDNs
Consider CDNs consisting of a team of nonlinear subsys-

tems, which is specified by (c.f., [9]–[14])
ẋi(t) = f(xi(t), t) + ui(t), xi(0) = xi0, i ∈ V, (1)

where xi(t) ∈ Rn denotes the node i’s state vector, f(xi(t)) :
Rn → Rn is a smooth nonlinear function that describes the
node i’s intrinsic dynamics, and ui(t) is its control input.

It aims to synchronize states of (1) to a desired state z0(t)
∈ Rn in a pre-defined time with xi(t) = xj(t) = z0(t), and
the dynamics of z0(t) is described by (c.f., [9]–[14])

ż0(t) = f(z0(t), t), (2)
where z0(t) is allowed to be an equilibrium point, a periodic
orbit, a chaotic orbit, etc. Many existing distributed pinning
controllers for synchronization are often designed as

ui(t) = c [
∑N

j=1
aij(xj(t)− xi(t)) + ai0(z0(t)− xi(t))],

where j ∈ Ni and c > 0 denotes the coupling strength that
relies on some known global information as discussed above,
to ensure asymptotic synchronization (c.f., [3], [5], [7]). In
addition, as shown in [8]–[14], the developed pinning con-
trollers that require known global information, ensure finite-
/fixed-time synchronization with conservative estimation of
settling time that relies on each node’s initial states, control
parameters and communication structures.

On the contrary, in this paper, the adaptively distributed
prescribed-time synchronization problem is defined below.

Problem 1: Consider CDNs in (1)-(2). Under the digraph
Ḡ, we aim to design a distributed pinning controller (inde-
pendent of known global information on the directed graph,
Lipschitz constants of nonlinear functions, and the number of
all nodes) such that for any initial conditions, the prescribed-
time synchronization is achieved in the sense that
lim
t→T
||xi(t)− z0(t)|| = 0 and ||xi(t)− z0(t)|| ≡ 0 for t ≥ T,

where T > 0 (independent of nodes’ initial states, communi-
cation structures and design parameters) is a pre-specified
time defined by the user based on task requirements.

The standard assumptions are listed to solve this issue.
Assumption 1: The digraph Ḡ has a directed spanning

tree with the leading node as the root.
Assumption 2: For ∀ξ, ϑ ∈ Rn, there exists a scalar lf >

0 to satisfy: (ξ−ϑ)T (f(ξ, t)−f(ϑ, t)) ≤ lf (ξ−ϑ)T (ξ−ϑ).
Remark 1: Assumption 1 was widely employed in many

existing works, which is supposed for a digraph. Assumption
2 is mild, e.g., all linear and piecewise linear functions satisfy
this assumption. Further, if ∂fi/∂xk, i, k = 1, · · · , n are
bounded, the Lipschitz condition is satisfied.

Some lemmas are listed for convergence analysis later.
Lemma 1: [20] H is positive definite by Assumption 1,

and there exists a matrix Ω = diag{γ1, · · · , γN} > 0 so that
Ξ = (ΩH + HTΩ)/2 > 0, where γ = col(γ1, · · · , γN ) =
(HT )−11N is a vector and 1N is a vector with all ones.

Lemma 2: [21] Consider a dynamical system ζ̇(t) = g(ζ
(t), t) with ζ(0) = ζ0, and let ξ(t) be its solution. Then, there
exist a time transformation function t = µ(s), s ∈ [0,∞) and
a scalar T > 0, with µ(s) satisfying conditions:

µ(0) = 0, µ
′
(0) = T − (continuous differentiable) (3a)

s1 > s2 ≥ 0⇒ µ(s1) > µ(s2) − (strictly increasing) (3b)

lim
s→∞

µ(s) = T, lim
s→∞

µ
′
(s) = 0 − (convergence in s) (3c)

so that we have that for ψ(s) , ξ(t),

ψ
′
(s) = µ

′
(s)g(ψ(s), µ(s)), ψ(µ−1(0)) = ζ0, (4)

where µ
′
(s) = dµ(s)/ds, ψ

′
(s) = dψ(s)/ds and lims→∞

ψ(s) = limt→T ξ(t) for ∀t ∈ [0, T ) and s ∈ [0,∞) [21].

III. MAIN RESULTS

In this work, the main goal is to develop the prescribed-
time synchronization algorithm so that all nodes’ states can
reach synchronization and converge towards the state of the
isolated node in a pre-defined time T , and this synchroniza-
tion is kept maintained for t ≥ T . To achieve this goal, the
time transformation function that satisfies (3) is selected as

t = µ(s) , T (1− e−s), (5)

where µ(s) satisfies (3a) and (3b). Then, t = µ(s) converges
towards T as s→∞ and µ

′
(s) = Te−s, which satisfies (3c).

In light of (5), the general infinite-time interval s ∈ [0,∞) is
transformed from the original time interval t ∈ [0, T ). As a
consequence, the stability analysis is correspondingly studied
over s ∈ [0,∞) using this time transformation technique.

A. Distributed Prescribed-Time Synchronization of CDNs
over A Directed Communication Topology

Distributed prescribed-time synchronization design: we
present a distributed prescribed-time synchronization pinning
strategy such that the states of all nodes can not only reach
synchronization, but also converge to the state of the isolated
node in a pre-defined time T , and this synchronization is kept
maintained for t ≥ T . This design is developed as

ẋi(t) = f(xi(t), t) + ui(t), ui(t) = (c+ %(t))ei(t), (6a)

ei(t) =
∑N

j=1
aij(xj(t)− xi(t)) + ai0(z0(t)− xi(t)), (6b)
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where c > 0 is the static coupling strength, %(t) represents a
time-varying scaling function: %(t) = m

T−t , if t ∈ [0, T ) and
0, if t ≥ T , T > 0 is the time scalar defined by the user and
m > 1 is a scalar; ei(t) denotes an error collected from its
neighboring information with aij as the (i, j)-th entry of A,
and ai0 > 0 if xi(t) is pinned; ai0 = 0, otherwise.

To achieve synchronization behaviors, we denote the error
dynamics as x̃i(t) = xi(t) − z0(t). Let f̃(xi(t), z0(t), t) =
f(xi(t), t)− f(z0(t), t). Then, combining (2) and (6) gives

˙̃xi(t) = f(xi(t), t)− f(z0(t), t) + (c+ %(t))ei(t) (7)

= f̃(xi(t), z0(t), t)− c[
∑N

j=1
aij(x̃i(t)− x̃j(t))

+ ai0x̃i(t)]− %(t)[
∑N

j=1
aij(x̃i(t)− x̃j(t)) + ai0x̃i(t)].

Next, the goal is to provide the stability analysis of the de-
veloped distributed pinning control scheme for the synchro-
nization problem, including the prescribed-time convergence
property and the boundedness of each node’s control input.

As can be observed, the selection of (5) gives dµ(s)/ds =
T − t in (6) associated with the stretched time interval s ∈
[0,∞). Let ξi(t) define a solution to (7) and denote ψi(s) ,
ξi(t). Then, we obtain from (5) and Lemma 2 that

ψ
′

i(s) = dψi(s)/ds = µ
′
(s)[f̃(ψi(s), µ(s)) + ui(µ(s))]

= Te−s[f̃(ψi(s), µ(s)) + (c+
m

Te−s
)ei(µ(s))]

= θ(s)f̃(ψi(s), µ(s))− (cθ(s) +m)[
∑N

j=1
aij

× (ψi(s)− ψj(s)) + ai0ψi(s)], (8)

where θ(s) = Te−s ∈ (0, T ] and θ
′
(s) = −θ(s).

Let ψ(s) = col(ψ1(s), · · · , ψN (s)) and f̃(s) = col(f̃(ψ1(
s), µ(s)), · · · , f̃(s)(ψN (s), µ(s)) with f̃(ψi(s)) = f(ψi(s),
µ(s))− 1N ⊗ f(z0(s), µ(s)). Then, (8) is rewritten as

ψ
′
(s) = θ(s)f̃(s)− (cθ(s) +m)(H ⊗ In)ψ(s). (9)

Theorem 1: Based on Assumptions 1 and 2 and for CDNs
in (1)-(2), a digraph Ḡ and any initial conditions xi(0), the
developed distributed pinning controller in (6) ensures that
we have: (a) prescribed-time synchronization can be achieved
in a pre-defined time T > 0, i.e., limt→T xi(t) = z0(t), i ∈
V; (b) this synchronization is maintained (i.e., xi(t) = z0(t)
for all t ≥ T ); and (c) the control input ui(t) is uniformly
bounded for all t ∈ [0,∞), provided that

c > 2lfλmax(Ω)/λmin(Ξ) for ∀lf > 0, (10)

where Ω,Ξ are from Lemma 1 and lf is in Assumption 2.
Proof: (i) prove that synchronization can be obtained

in a pre-defined time T .
Consider the non-negative Lyapunov function as

V (s) =
1

2

N∑
i=1

γiψ
T
i (s)ψi(s) =

1

2
ψT (s)(Ω⊗In)ψ(s), (11)

where γi and Ω have been defined in Lemma 1 and thus,
1
2λmin(Ω)||ψ(s)||2 ≤ V (ψ(s)) ≤ 1

2λmax(Ω)||ψ(s)||2.
Thus, differentiating V (ψ(s)) associated with s ∈ [0,∞)

along the system (9) gives rise to
V
′

= ψT (s)(Ω⊗ In)[θ(s)f̃(s)− (cθ(s) +m)(H ⊗ In)ψ(s)]

= θ(s)ψT (s)(Ω⊗ In)f̃(s)− cθ(s)ψT (s)(ΩH ⊗ In)ψ(s)

−mψT (s)(ΩH ⊗ In)ψ(s), (12)

where V
′
(ψ(s)) , dV (ψ(s))

ds and θ(s) ∈ (0, T ] for s ∈ [0,∞).
In light of Assumption 2 where the term f̃(s) satisfies the

lf -Lipschitz condition, we can obtain
ψT (s)(Ω⊗ In)f̃(s) ≤ lfλmax(Ω)||ψ(s)||2. (13)

Applying Lemma 1 gives rise to −ψT (s)(ΩH⊗In)ψ(s) =

−1

2
ψT (s)(Ξ⊗ In)ψ(s) ≤ −1

2
λmin(Ξ)||ψ(s)||2. (14)

Next, it can be derived from (13) and (14) that

V
′
(s) ≤ lfθ(s)λmax(Ω)||ψ(s)||2 − 1

2
mλmin(Ξ)||ψ(s)||2

− 1

2
cθ(s)λmin(Ξ)||ψ(s)||2

≤ −θ(s)cλmin(Ξ)− 2lfλmax(Ω)

λmax(Π)
V (ψ(s)) (15)

− mλmin(Ξ)

λmax(Π)
V (ψ(s)) ≤ −mλ0V (ψ(s)) ≤ 0,

provided that c > 2lfλmax(Ω)/λmin(Ξ), m > 1, θ(s) = T
e−s ∈ (0, T ] for s ∈ [0,∞) and λ0 = λmin(Ξ)/λmax(Π).

Based on the fact that V (s) is non-negative for s ∈ [0,∞)
and V

′
(s) is non-positive for s ∈ [0,∞), the obtained error

system in (9) is globally stable. Moreover, the synchroniza-
tion error ψ(s) is bounded and converges towards zero ex-
ponentially based on the invariance-like theorem [22]. Thus,
we have lims→∞ ψ(s) = 0Nn. That is, lims→∞ ψi(s) = 0n.
In addition, notice that t→ T when s→∞ using the time
transformation function defined in (5) and also, ψi(s) , ξi(t)
where ξi(t) is denoted as the solution to (7) by Lemma 2.
Then, it can be obtained that limt→T x̃i(t) = 0n. That is,
we have limt→T (xi(t)− z0(t)) = 0n.

(ii) prove that this synchronization can be maintained for
t ∈ [T,∞), and moreover, this control input ui(t) is always
uniformly bounded over t ∈ [0,∞).

We first prove that ui(t) is bounded over t ∈ [0, T ).
Let x̃(t) = col(x̃1(t), · · · , x̃N (t)) ∈ RNn and u(t) =

col(u1(t), · · · , uN (t)) ∈ RNn. It follows from the distribut-
ed prescribed-time synchronization controller in (6) that

u(t) = −(c+ %(t))(H ⊗ In)x̃(t). (16)
Differentiating (16) with respect to t gives rise to

u̇(t) = −(c+ %(t))(H ⊗ In) ˙̃x(t)− %̇(t)(H ⊗ In)x̃(t). (17)

Further, it obtains from (6) that

u̇(t) = −(c+ %(t))(H ⊗ In) ˙̃x(t) +
m

(T − t)2
(H ⊗ In)x̃(t)

= −(c+ %(t))(H ⊗ In)(f̃(x̃(t), t) + u(t))

+
c+ %(t)

T − t
(H ⊗ In)x̃(t)− c

T − t
(H ⊗ In)x̃(t)

= −(c+ %(t))(H ⊗ In)f̃(x̃(t), t)− c%(t)

m
(H ⊗ In)x̃(t)

− [(c+ %(t))(H ⊗ In) +
%(t)

m
In]u(t). (18)
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Let ζ(t) denote the solution to (18). Since t = µ(s) in (5)
for s ∈ [0,∞), we have dφ(s)/ds = φ

′
(s) with

φ
′
(s) = (cθ(s) +m)(H ⊗ In)f̃(s)− c(H ⊗ In)ψ(s)

− [(cθ(s) +m)(H ⊗ In) + INn]φ(s). (19)

From Theorem 1, V
′
(ψ(s)) ≤ −mλ0V (ψ(s)) in (15) that

for s ∈ [0,∞), ||ψ(s)|| ≤ e−
mλ0

2 s||ψ(0)||.
Denote θ̃(s) = (cθ(s) + m) > m > 1 and H is positive

define by Assumption 1. From Assumption 2, we get

||f̃(s)|| ≤ lf ||ψ(s)|| ≤ lfe−
mλ0

2 s||ψ(0)||. (20)

Further, combining (19)-(20) gives rise to
φ
′
(s) ≤ −(θ̃(s)λmin(H) + 1)φ(s) + lf θ̃(s)λmax(H)

× e−
mλ0

2 s||ψ(0)||+ cλmax(H)e−
mλ0

2 s||ψ(0)||

≤ −h0φ(s) + (h1 + h2)e−
mλ0

2 s

= −h0φ(s) + h12h3(s), (21)
where h0 = λmin(H) + 1, h1 = cλmax(H)||ψ(0)||, h2 =
lf (cT + m)λmax(H)||ψ(0)||, h12 = h1 + h2, and h3(s) =

e−
mλ0

2 s. Then, by using Comparison Lemma (Lemma 3.4 of
[22]) and from (21), we have that for s ∈ [0,∞),

||φ(s)|| ≤ e−h0φ(0) + h12

∫ s

0

e−h0(s−τ)h3(τ)dτ. (22)

Thus, φ(s) is a bounded solution to the dynamical system
(19) over s ∈ [0,∞). Since φ(s) , ζ(t), it can be concluded
that u(t) is bounded for t ∈ [0, T ). That is, the boundedness
of the control signal ui(t) is obtained for t ∈ [0, T ).

We next prove that the synchronization is maintained for
t ≥ T , and ui(t) is uniformly bounded for t ∈ [T,∞).

In light of (7), we can further obtain that for t ∈ [T,∞),
˙̃x(t) = f̃(x̃(t), t)− c(H ⊗ In)x̃(t), t ∈ [T,∞), (23)

which implies that for choosing a similar non-negative Lya-
punov function to (11) with V (x̃(t)) = 1

2 x̃
T (t)(Ω⊗In)x̃(t),

its time derivative along (23) is expressed as
V̇ (x̃(t)) = x̃T (t)(Ω⊗In)[f̃(x̃(t), t)−c(H⊗In)x̃(t)]. (24)

Similar to (12)-(15), we have that for t ∈ [T,∞)

V̇ (x̃(t)) ≤ 2lfλmax(Ω)− cλmin(Ξ)

λmax(Π)
V (x̃(t)). (25)

By the condition in (10), V̇ (x̃(t)) ≤ 0 for t ∈ [T,∞). Due
to the continuity of the system, x̃(t) is continuous at t = T ,
and thus, V (x̃(t)) is continuous at t = T . Thus, we have

V (T ) =
1

2
lim
t→T−

x̃T (t)(Ω⊗ In)x̃(t) = 0. (26)

Combining (24) and (25), we have
0 ≤ V (t) ≤ V (T ) = 0, t ∈ [T,∞), (27)

which obtains that V (t) ≡ 0 can hold for [T,∞) and then,
x̃(t) ≡ 0Nn for [T,∞). That is, this synchronization can be
maintained, i.e., xi(t) = z0(t) for [T,∞). Further, it gets
from (16) that ui(t) = 0n for [T,∞). Thus, for t ∈ [T,∞),
not only the synchronization can be maintained, but also the
control signal ui(t) keeps zero.

Overall, it follows from Steps (i) and (ii) that synchroniza-
tion is achieved for t ∈ [0, T ) and is maintained for [T,∞),
and ui(t) is uniformly bounded for t ∈ [0,∞).

B. Distributed Prescribed-Time & Adaptive Synchronization
of CDNs over A Directed Communication Topology

In this part, we develop another algorithm to remove the
requirement that c in (10) requires known information on the
digraph (e.g., λmin(Ω) and λmin(Ξ)), the Lipschitz constant
of the nonlinear function (lf ), or the number of all nodes (N ).

Distributed prescribed-time and adaptive synchronization
algorithm: instead of using static control gains c and m in
(6), we design a time-varying gain based distributed integral
loop that tunes on-line the coupling strength with an adaptive
law over a digraph. In light of (6), an adaptively distributed
prescribed-time synchronization algorithm is developed as

ui(t) = (ci(t) + %i(t))ϑi(ri(t))ei(t), i ∈ V, (28a)
ṁi(t) = κi(t)[ri(t)− σi(mi(t)− m̂i(t))], (28b)
˙̂mi(t) = κi(t)[δi(mi(t)− m̂i(t))], (28c)

where ei(t) =
∑N
j=1 aij(xj(t)−xi(t))+ai0(z0(t)−xi(t)) has

been defined in (6), ϑi(ri(t)) are smooth and monotonically
increasing functions which satisfies that ϑi(ri(t)) ≥ 1 for
ri(t) = eTi (t)ei(t) ≥ 0, i.e., ϑi(ri(t)) = (1+ri(t))

2, ci(t) =

c0imi(t) with c0i > 0 being a scalar, %i(t) = mi(t)
T−t , if t ∈

[0, T ) and 0, if t ≥ T , κi(t) = ki/(T − t), if t ∈ [0, T ) and
0, if t ≥ T and ki > 1, mi(0) ≥ m̂i(0) > 1, σi > 0, δi > 0.

Denote ϑ̃i(t) = mi(t)ϑi(ri(t)). Then, based on x̃i(t) =
xi(t)− z0(t) and in light of (28), we have

˙̃xi(t) = f̃(xi(t), z0(t), t) + (ci(t) + %i(t))ϑi(ri(t))ei(t)

= f̃(xi(t), z0(t), t) + (c0i +
1

T − t
)ϑ̃i(t)ei(t), (29a)

ṁi(t) =
ki

T − t
[ri(t)− σi(mi(t)− m̂i(t))], (29b)

˙̂mi(t) =
ki

T − t
[δi(mi(t)− m̂i(t))]. (29c)

Let ςi(t), εi(t) and ε̂i(t) be solutions to dynamical systems
of ėi(t), ṁi(t) and ˙̂mi(t), respectively, and χi(s) , ςi(t),
ωi(s) , εi(t), and ω̂i(s) , ε̂i(t), respectively. Furthermore,
define ri(s) = χTi (s)χi(s) and ϑ̃i(s) = ωi(s)ϑi(ri(s)) with
respect to s ∈ [0,∞). In light of (5), dµ(s)/ds = T − t in
(29). According to the fact that t = µ(s) in (5) and Lemma
2, it follows from (29a) that for s ∈ [0,∞), we have

χ
′
(s) = −µ

′
(s)H̃[f̃(s) + ((C0 +

IN
µ′(s)

)ϑ̃(s)⊗ In)χ(s)]

= −H̃[θ(s)f̃(s) + ((θ(s)C0 + IN )ϑ̃(s)⊗ In)χ(s)],

where H̃ = H⊗ In, C0 = diag{c1, c2, · · · , cN}, and further,
χ(s) = col(χ1(s), · · · , χN (s)) is defined with respect to
e(t) = col(e1(t), · · · , eN (t)) with ei(t) =

∑N
j=1 aij(xj(t)−

xi(t)) + ai0(z0(t)− xi(t)), i.e., e(t) = −(H ⊗ In)x̃(t) and
ϑ̃(s) = diag{ϑ̃1(s), · · · , ϑ̃N (s)}, θ(s) = Te−s.

Further, let ω(s) = col(ω1(s), · · · , ωN (s)) and ω̂(s) =
col(ω̂1(s), · · · , ω̂N (s)). Then, the closed-loop error system
in (29) for s ∈ [0,∞), is expressed in a compact form as

χ̇(s) = −θ(s)(H ⊗ In)f̃(s)− (H ⊗ In)(ϑ̃(s)⊗ In)χ(s)

− θ(s)(C0H ⊗ In)(ϑ̃(s)⊗ In)χ(s), (30a)
ω̇(s) = (K ⊗ In)[r(s)− (σ ⊗ In)(ω(s)− ω̂(s))], (30b)
˙̂ω(s) = (K ⊗ In)[(δ ⊗ In)(ω(s)− ω̂(s))], (30c)
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where K = diag{k1, · · · , kN}, σ = diag{σ1, · · · , σN}, δ =
diag{δ1, · · · , δN} and ϑ̃(s) = diag{ϑ̃1(s), · · · , ϑ̃N (s)}.

Next, we present the adaptively distributed prescribed-time
synchronization result of CDNs over a digraph.

Theorem 2: Based on Assumptions 1 and 2 and for CDNs
in (1)-(2), a digraph Ḡ and any initial conditions xi(0), the
developed distributed pinning controller in (28) ensures that
prescribed-time synchronization is achieved in a pre-defined
time T , i.e., limt→T xi(t) = z0(t), and the synchronization
is maintained (i.e., xi(t) = z0(t) for all t ≥ T ). Moreover,
ui(t) is uniformly bounded for all t ∈ [0,∞).

Proof: Since ri(s) = χTi (s)χi(s) ≥ 0, it follows from
(30b) and (30c) that for scalars ωi(s), ω̂i(s), ri(s), i ∈ V
and ωi(0) ≥ ω̂i(0) > 1, we can obtain

˙̃ωi(s) = −ki(δi+σi)ω̃i(s)+kiri(s), ω̃i(s) = ωi(s)− ω̂i(s),

which gives that by Comparison Lemma (Lemma 3.4 of [22]),
ω̃i(s) = e−ki(δi+σi)sω̃i(0) +

∫ s
0
e−k

2
i (δi+σi)(s−τ)ri(τ)dτ ≥

0. Thus, we can obtain that ωi(s) ≥ ω̂i(s) > 1 and ω̂i(s) is
monotonically increasing for ri(s) ≥ 0 and ωi(0) ≥ ω̂i(0) >
1. Furthermore, ωi(s) and ω̂i(s) can converge towards certain
finite values if χi(s) approaches zero.

Based on the above observation, we choose

V (s) =
1

3

N∑
i=1

γi(1 + ri(s))
3ωi(s) +

N∑
i=1

1

ki
(ωi(s)− ω∗i )2

+

N∑
i=1

σi
kiδi

(ω̂i(s)− ω∗i )2, (31)

where γi > 0 is defined in Lemma 1 and ω∗i > 0 is a scalar.
Then, by following a similar procedure in Theorem 1, we

can further obtain that

V̇ (s) ≤ −λ2
4

N∑
i=1

χTi (s)[ω2
i (s)(ϑ2i (s)− 1) + ϑ2i (s)(ω

2
i (s)

− 1)]χi(s)− (2ω∗ − λ3)χT (s)χ(s)

≤ −(2ω∗ − λ3)χT (s)χ(s) < 0 (32)

provided that ω∗ = mini∈V{ω∗i } with ω∗i being a positive
scalar selected in the Lyapunov function (31) rather than the
controller, and ω∗ > λ3/2 for λ3 = λ1 +

k2∗
12λ3

2
+ 4

λ2
> 0.

Since V (s) in (31) is non-negative and V
′
(s) ≤ 0 based

on (32) for s ∈ [0,∞), the obtained error system in (30) is
globally stable. Further, all states χi(s), ωi(s) and ω̂i(s) are
bounded for s ∈ [0,∞). Thus, by using the invariance-like
theorem [22], it can be concluded that lims→∞ χ(s) = 0Nn,
i.e., lims→∞ χi(s) = 0n, i ∈ V asymptotically. In addition,
it is noted that t → T when s → ∞ according to the time
transformation function in (5) and hence, by using Lemma
2, it is concluded that limt→T ei(t) = 0n. Since e(t) =
−(H ⊗ In)x̃(t) and H is positive definite by Assumption 1,
we have limt→T (xi(t)− z0(t)) = 0n.

Next, similar to the proof of Theorem 1, we can show that
the synchronization can be maintained and the control input
ui(t) is uniformly bounded for all t ∈ [0,∞).

Fig. 1. The directed communication topology of six nodes and one target.
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Fig. 2. The trajectories of prescribed-time synchronization errors x̃i(t) =
xi(t)−z0(t), i = 1, 2, · · · , 6 of Chua’s circuit systems under the developed
distributed prescribed-time pinning controller in (6) over the directed graph.
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Fig. 3. The plot of control inputs ui(t) under the proposed controller (6).

IV. NUMERICAL EXAMPLE

We consider a complex dynamical network (1) governed
by the following Chua’s circuit system (e.g., [1], [10]),

f(xi(t)) =

 a b 0
1 −1 1
0 β 0

xi(t) +

 α 0 0
0 0 0
0 0 0

 g(xi1(t))

=

 −axi1(t) + bxi2(t) + αg(xi1(t))
xi1(t)− xi2(t) + xi3(t)

−βxi2(t)

 , (33)

where xi(t) = col(xi1(t), xi2(t), xi3(t)), α = 27/7, β = 14.
28, a = 19/7, β = 9, and g(xi1) = |xi1 + 1| − |xi1 − 1|.

Consider a directed graph of six nodes (i = 1, · · · , 6)
and one target (i = 0) as depicted in Fig. 1, which satisfies
Assumption 1. Based on some calculations, we verify that
f(xi(t)) satisfies Assumption 2. In light of (33), the dynam-
ics of z0(t) are given by ż0(t) = f(z0(t)), where z0(t) =
col(z01(t), z02(t), z03(t)) with z0(0) = col(0.1, 0.3, 0.5).

A. Distributed Prescribed-Time Synchronization

The proposed distributed prescribed-time controller in (6)
is performed over the digraph in Fig. 1 with c = 2, m = 2.5
and T = 1.2sec. The simulation result is depicted in Fig. 2
under initial conditions X1 , xi(0) = col(1.5, 1, 0.5; −0.4,
0.5,−0.6; −0.7, 0.8,−0.9; −1, 1.1,−1.2; −1.3, 1.4,−1.5;
−1, 1.5,−0.8), where the plot of synchronization errors x̃i(t)
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Fig. 4. Different directed topologies.
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Fig. 5. The trajectories of prescribed-time synchronization errors x̃i(t) =
xi(t) − z0(t) for Chua’s circuit systems under the proposed adaptively
distributed prescribed-time controller in (28) over the directed graph.
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Fig. 6. The plot of E(t) with different cases under the controller in (28).

of Chua’s circuit systems and the target under the controller
(6) is presented. It can be seen from Fig. 2 that the network
can be synchronized within the prescribed time T = 1.2 sec,
and the synchronization can be maintained for t ≥ 1.2 sec.
Moreover, Fig. 3 depicts the evolution of the control input
ui(t), i = 1, 2, · · · , 6 and these control signals are uniformly
bounded for all the time as we have analysed.

B. Distributed Prescribed-Time & Adaptive Synchronization
The developed distributed prescribed-time and adaptive

pinning controller in (28) is conducted with the same simu-
lation setting in the subsection IV-A. The initial state values
of dynamic gains are set as mi(0) = m̂i(0) = 2. The three
different cases are tested: firstly, the three sets of initial state
values are tested: (1) X1, (2) X2 = −X1 and (3) X3 =
2X2; secondly, there different control parameters are tested:
(a) C1 , {c,m} = {1.5, 2.5}, (b) C2 , {c,m} = {2, 3}
and (c) C3 , {c,m} = {4, 4.5}; thirdly, different digraphs
are tested: (a) G1, (b) G2, and (b) G3 in Fig. 4. The result
is depicted in Fig. 5. Moreover, the plot of the error states
E(t) =

√∑N
i=1

∑n
j=1 |x̃ij(t)|2, i = 1, 2, · · · , 6, j = 1, 2, 3,

under different cases is shown in Fig. 6. As observed, the
network is synchronized in a prescribed time T = 1.2 sec,
and this synchronization can be maintained for t ≥ 1.2 sec.
The evolution of E(t) under different cases is shown in Fig.
6, where the time T does not depend on any initial states,
control parameters and digraphs, which verifies the analysis.

V. CONCLUSION
In this paper, we have presented prescribed-time synchro-

nization algorithms for CDNs, where each node’s strategy
is updated over a directed graph. Under the developed dis-
tributed pinning controllers, synchronization is obtained in a
prescribed time. The convergence time T is pre-specified and
user-defined according to synchronization requirements, and
does not depend on any initial conditions, control parameters
and communication structures. Further, the distributed design
does not need known global information as analyzed.
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