
Unified Control of Voltage, Frequency and Angle in Electrical Power
Systems: A Passivity and Negative-Imaginary based Approach

Yijun Chen1,2, Kanghong Shi1,3, Ian R. Petersen1, and Elizabeth L. Ratnam1

Abstract— This paper proposes a unified methodology for
voltage regulation, frequency synchronization, and rotor angle
control in power transmission systems considering a one-axis
generator model with time-varying voltages. First, we formulate
an output consensus problem with a passivity and negative-
imaginary (NI) based control framework. We establish output
consensus results for both networked passive systems and
networked NI systems. Next, we apply the output consensus
problem by controlling large-scale batteries co-located with
synchronous generators that have real-time voltage phasor
measurements. By controlling the battery storage systems so
as to dispatch real and reactive power, we enable simultaneous
control of voltage, frequency, and power angle differences
across a transmission network. Validation through numerical
simulations on a four-area transmission network confirms the
robustness of our unified control framework.

I. INTRODUCTION

Electric grids of the future need efficient and robust control
to regulate voltages, synchronize frequency, and stabilize
power angles. Alternative solutions to the conservative engi-
neering approach of building more electricity grid infrastruc-
ture are needed. This conservatism is a direct consequence
of a somewhat limited ability to observe and control the
grid. The alternative control approaches must support an
accelerated pace for the global transformation, as net-zero
electricity enables the rapid decarbonization of many sectors.

In recent years, there has been a significant advancement
in battery storage systems and associated power electronics.
However, the grid integration of large-scale batteries requires
a new framework to understand the interaction between fast-
switching power electronics and the dynamic behavior of
power transmission networks. Today, at the transmission
level, the dynamics of voltage magnitude respond much
faster than the rotor angle dynamics. Accordingly, the liter-
ature typically separates voltage control from frequency and
angle control at the transmission level [1], [2]. However, our
paper considers power system models that involve coupling
between generator voltage, frequency and rotor angle [3]–
[6]. In contrast to traditional approaches, we propose to
use robust feedback control involving large-scale batteries
as actuators to decouple the voltage dynamics and the angle
dynamics, addressing the simultaneous control of voltage,
frequency, and angle.
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Passivity systems theory [7], [8] is an important frame-
work in the robust and nonlinear control literature. The work
of [9] provides stability results for the single-loop negative
interconnection of two passive systems. The work of [10]
establishes output consensus results for networked passive
systems, but only employing static controllers. Compared
with these prior works, we extend theoretical results for net-
worked systems to encompass general dynamic controllers.

Negative-imaginary (NI) systems theory [11]–[13] was
developed as an approach to the robust control of highly
resonant systems. The angle dynamics modeled by swing
equations can be regarded as a highly resonant NI system,
rendering the application of NI systems theory a suitable
approach for frequency and angle control. Our previous
work has leveraged networked NI systems theory to establish
control frameworks for frequency and angle regulation in
electrical power systems [14], [15]. However, these efforts
have been constrained by the assumption of fixed voltage
magnitudes. In this paper, we address the coupling between
angle dynamics and voltage dynamics by proposing a unified
control framework rooted in both passivity systems theory
and NI systems theory.

In this paper, we present a unified control approach for
voltage, frequency, and angle in power grids. Using a one-
axis generator model with time-varying voltages, we address
the output consensus problem through a passivity and NI-
based feedback approach. We implement this approach with
large-scale batteries at synchronous generators, utilizing real-
time voltage phasor measurements. The advantages include:
1) decoupling of angle and voltage dynamics through volt-
age phasor feedback; 2) improved synchronization of bus
frequencies and voltage regulation through real and reactive
power control; 3) fully distributed operation with local mea-
surements and communication.

This paper is organized as follows. Section II provides
preliminary knowledge on passivity theory and NI systems
theory. Section III establishes output consensus results for
networked systems. Section IV presents an application to
power transmission systems. Section V gives simulation
results. Section VI concludes the paper.

II. PRELIMINARIES

Consider a multiple-input multiple-output (MIMO) non-
linear system with the following state-space model:

ẋ = f(x, u), (1a)
y = h(x) + g(u), (1b)
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where x ∈ Rn is the state, u ∈ Rm is the input, y ∈ Rm is the
output, f : Rn×Rm → Rn is a Lipschitz continuous function,
and h : Rn → Rm is a class C1 function. The admissible
inputs are taken to be piecewise continuous and locally
square integrable. We impose Assumption 1 on the input
function g(u) and Assumption 2 on the system equilibrium.

Assumption 1: The input function g(u) is independent in
each input channel, such that

g(u) = [g1(u1), . . . , gm(um)]⊤, (2)

where each gk(uk) is a class C1 function with the superscript
k ∈ {1, 2, . . . ,m} representing the kth element of the input
u. Moreover, g(0) = 0.

Assumption 2: Without loss of generality, assume
(x∗, u∗) = (0, 0) is an equilibrium point of the system (1);
i.e., f(0, 0) ≡ 0. Moreover, assume the output at the
equilibrium (0, 0) is y∗ ≡ h(0) + g(0) ≡ 0.

In this paper, we consider systems of the form (1) which
satisfy assumptions that are nonlinear extensions of con-
ventional properties applicable to linear systems as outlined
in [13]. Assumption 3 is an observability criterion, while
Assumption 4 necessitates that all system inputs exert an
influence on the system dynamics.

Assumption 3: For any time interval [ta, tb] where tb >
ta, the function h(x) remains constant if and only if the
state x remains constant. That is ḣ(x) ≡ 0 if and only if
x ≡ x. Moreover, h(x) ≡ 0 if and only if x ≡ 0.

Assumption 4: For any time interval [ta, tb] where tb >
ta, if the state x remains constant, then the input u must also
remain constant. That is x ≡ x implies u ≡ u. Moreover,
x ≡ 0 implies u ≡ 0.

A. Passive Systems
We review the passivity property and the output strict

passivity property for nonlinear MIMO systems [16].
Definition 1: The system (1) is said to be passive if there

exists a positive semidefinite storage function S : Rn → R
of class C1 such that for any locally integrable input u and
solution x to (1a), then Ṡ(x) ≤ u⊤y, for all t ≥ 0.

Definition 2: The system (1) is said to be output strictly
passive if there exists a positive semidefinite storage function
S : Rn → R of class C1 and a scalar ϵ > 0 such that for
any locally integrable input u and solution x to (1a), then
Ṡ(x) ≤ u⊤y − ϵ∥h(x)∥2, for all t ≥ 0.

B. Negative-Imaginary Systems
We introduce the negative imaginary (NI) property, and

output strictly negative imaginary (OSNI) property for non-
linear MIMO systems [13], [15].

Definition 3: The system (1) is said to be NI if there exists
a positive semidefinite storage function S : Rn → R of class
C1 such that for any locally integrable input u and solution
x to (1a), then Ṡ(x) ≤ u⊤ẏ, for all t ≥ 0.

Definition 4: The system (1) is said to be OSNI if there
exists a positive semidefinite storage function S : Rn → R
of class C1 and a scalar ϵ > 0 such that for any locally
integrable input u and solution x to (1a), then Ṡ(x) ≤ u⊤ẏ−
ϵ∥ḣ(x)∥2, for all t ≥ 0.

III. OUTPUT CONSENSUS OF NETWORKED SYSTEMS

This section considers a network setting, and output
consensus results are presented for the negative feedback
interconnection of two networked passive systems and for
the positive feedback interconnection of two networked NI
systems.

A. Settings for Networked Systems
Network Setting. In what follows, we consider a con-
nected and undirected network G = (V,E), where V =
{1, 2, . . . , N} describes the set of N nodes, and E =
{e1, e2, . . . , eL} ⊆ V × V represents the set of L edges
connecting the nodes. The index set for edges is denoted
by L = {1, 2, . . . , L}. Each node is associated with an
independent nonlinear plant, while each edge is associated
with a nonlinear controller. Each edge takes the outputs of
two end nodes as its input, and each node takes the outputs
of its connected edges as its input.

Nodes i and j are considered neighboring if there exists
an edge (i, j) ∈ E connecting them. The set of neighbors
for node i is denoted as Ni. The structure of the network is
represented by the incidence matrix Q ∈ RN×L, where Qie

is defined as follows:

Qie =


1, if node i is the initial node of edge e,

−1, if node i is the terminal node of edge e,

0, if node i is not connected to edge e.

Node Plants. Each node i ∈ V is associated with an
independent nonlinear plant Hpi described by:

Hpi : ẋpi = fpi(xpi, upi), (3a)
ypi = hpi(xpi), (3b)

where xpi ∈ Rnpi is the state, upi ∈ Rm is the input,
ypi ∈ Rm is the output, fpi : Rnpi × Rm → Rnpi is a
Lipschitz continuous function, and hpi : Rnpi → Rm is a
class C1 function. The admissible inputs are taken to be
piecewise continuous and locally square integrable. For a
compact expression, we collect the states, inputs and outputs
of all nodes — as represented by the aggregated state vector
Xp = [x⊤

p1, . . . , x
⊤
pN ]⊤ ∈ Rnp with np =

∑N
i=1 npi, the

aggregated input vector Up = [u⊤
p1, . . . , u

⊤
pN ]⊤ ∈ RmN , and

the aggregated output vector Yp = [y⊤p1, . . . , y
⊤
pN ]⊤ ∈ RmN .

We denote the aggregated node plants by Hp, which is
described by

Hp : Ẋp =

 fp1(xp1, up1)
...

fpN (xpN , upN )

 , Yp =

 hp1(xp1)
...

hpN (xpN )

 .

We further denoted the storage function for each node plant
Hpi, i ∈ V by Spi. The storage functions for the aggregated
node plants Hp is chosen as Sp =

∑
i∈V Spi.

Edge Controllers. Each edge el ∈ E with l ∈ L is deployed
with a nonlinear controller described by

Hcl : ẋcl = fcl(xcl, ucl), (4a)
ycl = hcl(xcl) + gcl(ucl), (4b)
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where xcl ∈ Rncl is the state, ucl ∈ Rm is the input, ycl ∈
Rm is the output, fcl : Rncl ×Rm → Rncl is a Lipschitz con-
tinuous function, and hcl : Rncl → Rm is a class C1 function.
Assumption 1 is assumed for the input functions gcl(ucl), l ∈
L. The admissible inputs are taken to be piecewise continu-
ous and locally square integrable. For a compact expression,
we collect the states, the inputs and the outputs of all edges
into the aggregated state vector Xc = [x⊤

c1, . . . , x
⊤
cL]

⊤ ∈ Rnc

with nc =
∑

l∈L ncl, the aggregated input vector Uc =
[u⊤

c1, . . . , u
⊤
cL]

⊤ ∈ RmL, and the aggregated output vector
Yc = [y⊤c1, . . . , y

⊤
cL]

⊤ = Πcx(Xc) + Πcu(Uc) ∈ RmL,
where Πcx(Xc) = [hc1(xc1)

⊤, . . . , hcL(xcL)
⊤]⊤ ∈ RmL,

and Πcu(Uc) = [gc1(uc1)
⊤, . . . , gcL(ucL)

⊤]⊤ ∈ RmL. We
denote the aggregated nonlinear controllers by Hc, which
are described by

Hc : Ẋc =

 fc1(xc1, uc1)
...

fcL(xcL, ucL)

 , Yc =

 hc1(xc1) + gc1(uc1)
...

hcL(xcL) + gcL(ucL)

 .

We further denoted the storage function for each node plant
Hcl, l ∈ L by Scl. The storage function for the aggregated
edge controller Hc is chose as Sc =

∑
l∈L Scl.

Output Feedback Control Framework. The objective of
our control problem is to achieve output consensus for each
node in the network. We now define local output consensus.

Definition 5 (Output Consensus): A distributed output
feedback control law achieves local output feedback con-
sensus for a networked system if there exists an open
domain Dc ⊂ Rnp×nc containing the origin such that
limt→∞ ∥ypi(t)− ypj(t)∥ = 0, for all i, j ∈ V, for all initial
conditions (Xp(0), Xc(0)) ∈ Dc.

As depicted in Fig. 1, two distributed output feedback
control frameworks naturally arise based on the underlying
network: (1) negative feedback interconnection with feed-
back sign ‘−’ in blue; (2) positive feedback interconnection
with feedback sign ‘+’ in red. We denote the networked
node plants by Ĥp = (Q⊤ ⊗ Im)Hp(Q ⊗ Im), whose
input and output are denoted by Ûp and Ŷp, respectively.
For the networked node plants Ĥp, the storage function
is chosen as the same for the aggregated node plants Hp;
i.e., Ŝp = Sp =

∑
i∈V Spi. The relation between Up and

Ûp, as well as between Yp and Ŷp, is expressed by Up =

(Q⊗ Im)Ûp, and Ŷp ≡ (Q⊤ ⊗ Im)Yp. We denote the neg-
ative feedback interconnection by (Ĥp,Hc)

−. The relation
between the inputs and the outputs of the negative feedback
system (Ĥp,Hc)

− is described by Ûp ≡ −Yc and Ŷp ≡
Uc. We denote the positive feedback interconnection by
(Ĥp,Hc)

+. The relation between the inputs and the outputs
of the positive feedback system (Ĥp,Hc)

+ is described by
Ûp ≡ Yc and Ŷp ≡ Uc.

Under both frameworks, the overall systems operate in a
distributed manner. Each edge controller l ∈ L takes the
difference between the outputs of the neighbouring nodes i
and j as its input, ucl =

∑N
k=1 qklypk = ypi−ypj , where qkl

represents the kth element in the lth column of the incidence

Fig. 1: The positive (negative) feedback interconnection of
nonlinear plants Hp and nonlinear edge controllers Hc based
on the underlying network, where the feedback sign is ‘+’
in red (‘−’ in blue).

matrix Q, and the node i and the node j are the initial node
and the terminal node of the edge el, respectively. In the
case of a positive (negative) feedback interconnection, each
node plant i ∈ V takes the sum of the outputs from all its
connected edge controllers as its input, upi =

∑L
l=1 qilycl

(upi = −
∑L

l=1 qilycl), where qil is the lth element in the
ith row of the incidence matrix Q.

B. Main Results

1) Output Consensus for Networked Passive Systems:
Consider passive node plants Hpi, i ∈ V. Also consider
output strictly passive edge controllers Hcl, l ∈ L. For the
negative feedback system (Ĥp,Hc)

−, a candidate Lyapunov
function is selected as

W− =
∑
i∈V

Spi(xpi) +
∑
l∈L

Scl(xcl). (5)

Assumption 5: There exists an open domain D ⊂ Rnp ×
Rnc such that the function (5) is positive definite.

The following theorem establishes an output consensus
result for the negative feedback system (Ĥp,Hc)

−.
Theorem 1: Consider passive node plants Hpi, i ∈ V.

Also consider output strictly passive edge controllers Hcl, l ∈
L. Suppose Assumptions 1, 2, 3, and 4 hold for all node
plants Hpi, i ∈ V and edge controllers Hcl, l ∈ L. Further,
consider the negative feedback system (Ĥp,Hc)

−. Sup-
pose Assumption 5 holds for the negative feedback system
(Ĥp,Hc)

−. Then, local output consensus is achieved.
Proof. The proof can be found in [17]. □

2) Output Consensus for Networked NI Systems:
Consider NI node plants Hpi, i ∈ V. Also consider OSNI
edge controllers Hcl, l ∈ L. For the positive feedback system
(Ĥp,Hc)

+, a candidate Lyapunov function is selected as

W+ =
∑
i∈V

Spi(xpi) +
∑
l∈L

Scl(xcl)− Ŷ ⊤
p Πcx

−
mL∑
k=1

∫ Ŷ k
p

0

Πk
cu(ξ

k)dξk. (6)
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Assumption 6: There exists an open domain D ⊂ Rnp ×
Rnc such that the function (6)is positive definite.

In light of the stability results in [13], we impose compa-
rable assumptions for the system Ĥp and the system Hc.

Assumption 7: For the system Ĥp with a constant input

Ûp which results in a constant output Ŷ p, then Û
⊤
p Ŷ p ≥ 0.

Assumption 8: For a system Hc with a constant input
U c which results in a constant output Y c, then U

⊤
c Y c ≤

−γc∥U c∥2 with γc > 0.

The following theorem establishes an output consensus
result for the positive feedback system (Ĥp,Hc)

+.
Theorem 2: Consider NI node plants Hpi, i ∈ V. Suppose

Assumptions 2, 3 and 4 hold for the NI node plants, and
Assumption 7 holds for the networked node plants Ĥp.
Also consider OSNI edge controllers Hcl, l ∈ L. Suppose
Assumptions 1, 2, 3, 4, and 8 hold for the OSNI edge
controllers. Further, consider the positive feedback system
(Ĥp,Hc)

+. Suppose Assumption 6 holds for the positive
feedback system (Ĥp,Hc)

+. Then, local output consensus
is achieved.
Proof. The proof can be found in [17]. □

IV. APPLICATION TO POWER TRANSMISSION SYSTEMS

In this section, we apply the above theoretical results to
the practical problems of frequency synchronization, angle
difference preservation, and voltage regulation in electrical
power systems.

A. One-axis Generator Model

Consider a transmission network, whose topology is rep-
resented by a connected and undirected graph G = (V,E).
The transmission network consists of N nodes representing
synchronous generator buses and L edges representing trans-
mission lines. The nominal frequency of the transmission
network is denoted by ωnom. Without loss of generality, the
nominal voltage magnitude for all buses is defined by Vnom.
Each synchronous generator bus i ∈ V is associated with a
voltage phasor Vi = |Vi|∠δi, where δi is the voltage angle
and |Vi| is the voltage magnitude. The frequency of each
synchronous generator bus is denoted by ωi. The relation
between the voltage angle and the bus frequency is described
by ωi = δ̇i + ωnom.

In contrast to traditional power systems, we have incor-
porated large-scale batteries equipped at each synchronous
generator, which can be utilized to provide real and reactive
power to synchronize bus frequencies, maintain angle dif-
ferences, and regulate voltage magnitudes. Throughout the
paper, the complex power at each synchronous generator
bus i ∈ V will be denoted by Pi + jQi, where Pi and Qi

refer to real power and reactive power, respectively. Distinct
superscripts are used when referring to the corresponding
power sources.

The synchronous generators are characterized by a one-
axis generator model; i.e., this model considers swing equa-
tions under the effects of field flux decays. The dynamics of

each synchronous generator i ∈ V are described by [3]:

Miδ̈i +Diδ̇i = PG
i − PE

i (δ, |V|) + PST
i , (7a)

T ′
doi

Xdi −X ′
di

|Vi| ˙|Vi| = QG
i (|Vi|)−QE

i (δ, |V|) +QST
i ,

(7b)

where PG
i is the fixed mechanical power inputs, QG

i can
be regarded as the reactive power supplied by the exciter to
the generator bus, PE

i , QE
i are the total real, reactive power

flow from the i-th generator bus via transmission lines, and
PST
i , QST

i are the total real, reactive power output from
the large-scale battery. Writing the angle dynamics (7a) and
voltage dynamics (7b) in this manner provides us with a clear
idea that, although angle dynamics and voltage dynamics
are coupled, we may use real power to regulate frequency
and angle, while using reactive power to regulate voltage
magnitude. The expressions for PE

i , QG
i , and QE

i for each
synchronous generator bus i ∈ V are described by [3]

PE
i (δ, |V|) =

N∑
j=1

Bij |Vi||Vj | sin(δi − δj), (8a)

QG
i (|Vi|) =

|Vi|(Eex
i − |Vi|)

Xdi −X ′
di

, (8b)

QE
i (δ, |V|) = −

N∑
j=1

Bij |Vi||Vj | cos(δi − δj), (8c)

where δ = [δ1, . . . , δN ]⊤ and |V| = [|V1|, . . . , |VN |]⊤.
In Eqs. (7a)-(8c), the notation used for each synchronous

machine i ∈ V is summarized in Table I.

State variables
|Vi| Machine internal voltage magnitude
δi Machine internal voltage angle
ωi Machine frequency

System parameters
Mi Machine inertia constant
Di Machine damping constant
Bij Transmission line (i, j)’s susceptance
T ′
doi Direct axis transient open-circuit time constant

Xdi Direct axis synchronous reactance
X ′

di Direct axis transient reactance
Control inputs

PST
i Battery storage real power output

QST
i Battery storage reactive power output

Other fixed inputs
PG
i Mechanical real power input

Eex
i Excitation voltage magnitude

TABLE I: The notation used for each synchronous machine.

For each synchronous generator bus i ∈ V at equilibrium,
the steady-state angle is denoted by δi and the steady-state
voltage magnitude is denoted by |Vi| = Vnom. We define
the angle deviation and voltage magnitude deviation from the
equilibrium by δ̃i = δi−δi and |̃Vi| = |Vi|−|Vi|, respectively.
We also define δij = δi−δj , δij = δi−δj , and δ̃ij = δ̃i− δ̃j .
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Fig. 2: The feedback control framework, where the angle
dynamics and the voltage dynamics can be decoupled.

Suppose that large-scale batteries are not supplying ap-
parent power to the electric grid at the equilibrium, i.e.,
P

ST

i = 0 and Q
ST

i = 0. Taking into account the condition
at the equilibrium, the angle dynamics (7a) and the voltage
dynamics (7b) can be rewritten in terms of angle deviations
and voltage magnitude deviations:

¨̃
δi = −Di

Mi

˙̃
δi +

1

Mi
uδ
pi(δ, |V|, PST

i ), (9a)

˙̃|Vi| = −αi

γi
|̃Vi|+

1

γi
uV
pi(δ, |V|, QST

i ), (9b)

where αi =
1

Xdi−X′
di

− Bii and γi =
T ′
doi

Xdi−X′
di

. The inputs
uδ
i and uV

i are expressed by

uδ
pi = PST

i +
∑
j∈Ni

Bij

(
V 2
nom sin δij − |Vi||Vj | sin δij

)
,

uV
pi =

QST
i

|Vi|
−

∑
j∈Ni

Bij

(
Vnom cos δij − |Vj | cos δij

)
.

B. Feedback Decoupling and Linearization

We assume real-time measurements of voltage phasor for
each generator bus are available and that all generator buses
have large-scale batteries that can provide real and reactive
power as control actuators. We investigate the application
of voltage phasor feedback control in which the angle
dynamics and the voltage dynamics can be decoupled, and
utilize the results established in Section III to guarantee the
synchronization of bus frequencies, the preservation of angle
differences, and the regulation of voltage magnitudes.

In what follows, we propose an angle and voltage mag-
nitude feedback control framework as illustrated in Fig. 2,
where angle dynamics and voltage dynamics can be de-
coupled into two loops. The angle dynamics loop can be
regarded as the positive feedback interconnection (Ĥδ

p,H
δ
c)

+

of NI node plants Hδ
p and OSNI edge controllers Hδ

c based
on the transmission network, while the voltage dynamics
loop is considered as the negative feedback interconnection
(ĤV

p ,H
V
c )

− of passive node plants HV
p and output strictly

passive edge controllers HV
c based on the transmission

network.

1) Decoupled Angle Dynamics: In the angle dynamics
loop (red dotted box in Fig. 2), we define xδ

pi = [
˙̃
δi, δ̃i]

⊤ ∈
R2 and uδ

pi ∈ R. The node plant of each synchronous
generator bus i ∈ V is described by

Hδ
pi : ẋδ

pi = Aδ
pix

δ
pi +Bδ

piu
δ
pi, (10a)

yδpi = Cδ
pix

δ
pi, (10b)

where system matrices are Aδ
pi =

[−Di

Mi
0

1 0

]
, Bδ

pi =[
1
Mi

0

]
, and Cδ

pi =
[
0 1

]
. Each edge controller l ∈ L

for the transmission line el is designed as

Hδ
cl : ẋδ

cl = − 1

τ δl
xδ
cl +

Kδ
l[1]

τ δl
uδ
cl, (11a)

yδcl = xδ
cl −Kδ

l[2]u
δ
cl, (11b)

where τ δl > 0 and Kδ
l[2] > Kδ

l[1] > 0.
Theorem 3: Consider node plants Hδ

pi, i ∈ V described
by (10) and edge controllers Hδ

cl, l ∈ L described by (11).
Consider the positive feedback interconnection (Ĥδ

p,H
δ
c)

+

of node plants and edge controllers based on the underlying
transmission network. Then, the positive feedback system
(Ĥδ

p,H
δ
c)

+ achieves output consensus.
Proof. The proof can be found in [17]. □

2) Decoupled voltage dynamics: In the voltage dynam-
ics loop (blue dotted box in Fig. 2), we define xV

pi = |̃Vi| ∈ R
and uV

pi ∈ R. The node plant of each synchronous generator
bus i ∈ V is described by

HV
pi : ẋV

pi = AV
pix

V
pi +BV

piu
V
pi, (12a)

yVpi = CV
pix

V
pi, (12b)

where AV
pi = −αi

γi
, BV

pi = 1
γi
, and CV

pi = 1. Each edge
controller l ∈ L for the transmission line el is designed as

HV
cl : ẋV

cl = − 1

τVl
xV
cl +

KV
l[1]

τVl
uV
cl , (13a)

yVcl = xV
cl (13b)

where τVl > 0 and KV
l[1] > 0.

Theorem 4: Consider node plants HV
pi, i ∈ V described

by (12) and edge controllers HV
cl , l ∈ L described by (13).

Consider the negative feedback interconnection (ĤV
p ,H

V
c )

−

of node plants and edge controllers based on the underlying
transmission network. Then, the negative feedback system
(ĤV

p ,H
V
c )

− achieves output consensus.
Proof. The proof can be found in [17]. □

V. SIMULATIONS

Consider a connected four-area-equivalent transmission
network, which is obtained for the South Eastern Australian
59-bus system [18].

Simulation Results. First, we plot generator bus frequencies
in Fig. 3. Under our proposed controllers, the bus frequencies
are synchronized at the nominal value of 50 Hz. Second, we
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Fig. 3: Frequencies of generator buses.

Fig. 4: Voltage magnitudes of generator buses.

present the comparison of δi−δj and δi−δj for all (i, j) ∈ E

in Fig. 5. It is shown that using our designed controllers, the
angle differences δi − δj for all (i, j) ∈ E are maintained
at the corresponding steady-state angle differences at the
equilibrium δi − δj for all (i, j) ∈ E. Third, we plot voltage
magnitudes of generator buses in Fig. 4. With our controllers,
the bus voltage magnitudes are regulated at the desired value
|Vi| = 1,∀i ∈ V. In summary, the aforementioned results
validate Theorems 3-4 and demonstrate three advantages of
our proposed control controllers: frequency synchronization,
angle difference preservation, and voltage regulation.

VI. CONCLUSION

This paper presented a unified approach to tackle volt-
age regulation, frequency synchronization, and rotor angle
stabilization in power grids. We formulated our problem as
an output consensus problem and proposed a passivity and
negative-imaginary based control framework. By leveraging
real-time voltage phasor measurements, we showed that
large-scale batteries co-located at synchronous generators

Fig. 5: Angle differences over transmission lines.

could serve as actuators for the control of real and reactive
power for voltage, frequency, and rotor angle regularization.
Simulation results confirmed the efficiency and robustness
of our proposed approach. Incorporating the saturation of
battery actuators is a possible future research direction.

REFERENCES

[1] P. W. Sauer, M. A. Pai, and J. H. Chow, Power system dynamics and
stability: with synchrophasor measurement and power system toolbox.
John Wiley & Sons, 2017.

[2] J. Machowski, Z. Lubosny, J. W. Bialek, and J. R. Bumby, Power
system dynamics: stability and control. John Wiley & Sons, 2020.

[3] A. Bergen, D. Hill, and C. De Marcot, “Lyapunov function for
multimachine power systems with generator flux decay and voltage
dependent loads,” International Journal of Electrical Power & Energy
Systems, vol. 8, no. 1, pp. 2–10, 1986.

[4] J. Gao, B. Chaudhuri, and A. Astolfi, “An optimization-based method
for transient stability assessment,” in 2023 62nd IEEE Conference on
Decision and Control. IEEE, 2023, pp. 4586–4591.

[5] S. Trip, M. Bürger, and C. De Persis, “An internal model approach
to (optimal) frequency regulation in power grids with time-varying
voltages,” Automatica, vol. 64, pp. 240–253, 2016.

[6] J. Gao, B. Chaudhuri, and A. Astolfi, “Lyapunov-based transient
stability analysis,” in 2022 IEEE 61st Conference on Decision and
Control. IEEE, 2022, pp. 5099–5104.

[7] C. A. Desoer and M. Vidyasagar, Feedback systems: input-output
properties. SIAM, 2009.

[8] H. K. Khalil, Control of nonlinear systems. Prentice Hall, New York,
NY, 2002.

[9] D. J. Hill and P. J. Moylan, “Stability results for nonlinear feedback
systems,” Automatica, vol. 13, no. 4, pp. 377–382, 1977.

[10] N. Chopra, “Output synchronization on strongly connected graphs,”
IEEE Transactions on Automatic Control, vol. 57, no. 11, pp. 2896–
2901, 2012.

[11] I. R. Petersen and A. Lanzon, “Feedback control of negative-imaginary
systems,” IEEE Control Systems Magazine, vol. 30, no. 5, pp. 54–72,
2010.

[12] A. Lanzon and I. R. Petersen, “Stability robustness of a feedback inter-
connection of systems with negative imaginary frequency response,”
IEEE Transactions on Automatic Control, vol. 53, no. 4, pp. 1042–
1046, 2008.

[13] K. Shi, I. R. Petersen, and I. G. Vladimirov, “Output feedback
consensus for networked heterogeneous nonlinear negative-imaginary
systems with free-body motion,” IEEE Transactions on Automatic
Control, vol. 68, no. 9, pp. 5536–5543, 2023.

[14] Y. Chen, I. R. Petersen, and E. L. Ratnam, “Design and stability of
angle based feedback control in power systems: A negative-imaginary
approach,” in 2024 American Control Conference. IEEE, 2024, pp.
1158–1163.

[15] Y. Chen, K. Shi, I. R. Petersen, and E. L. Ratnam, “A nonlinear
negative-imaginary systems framework with actuator saturation for
control of electrical power systems,” in 2024 European Control
Conference. IEEE, 2024, pp. 2399–2404.

[16] B. Brogliato, R. Lozano, B. Maschke, and O. Egeland, Dissipative
systems analysis and control: theory and applications. Springer,
London, 2007, vol. 2.

[17] Y. Chen, K. Shi, I. R. Petersen, and E. L. Ratnam, “Unified con-
trol of voltage, frequency and angle in electrical power systems:
A passivity and negative-imaginary based approach,” arXiv preprint
arXiv:2406.01643, 2024.

[18] S. Nabavi and A. Chakrabortty, “Topology identification for dynamic
equivalent models of large power system networks,” in 2013 American
Control Conference, 2013, pp. 1138–1143.

5788


