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Abstract— This work studies the distributed nonconvex op-
timization problem in bandwidth-limited communication en-
vironments. We develop a communication-efficient algorithm
based on the gradient-tracking based distributed optimization
method, where each computation node is equipped with a new
event-triggered communication scheduler. Such scheduler ap-
proves the broadcasting only when the innovation of exchanged
variables exceeds the change of decision variables in two
consecutive updates. Compared to the conventional scheduler
with time-dependent vanishing thresholds, the proposed one
adapts better to the optimization dynamics and thus leads to
more significant communication reduction. Finally, we prove
the convergence of the algorithm and illustrate its performance
via numerical examples.

I. INTRODUCTION

In the past decade, distributed optimization has received
increasing attention from both academia and industry [1],
since it enables a group of computing nodes to collabo-
ratively solve large-scale optimization problems over com-
munication networks. In order to tackle increasingly more
sophisticated learning and control tasks, the scale and com-
plexity of distributed optimization systems grow, resulting
in significantly heavier communication load on the network
during implementation. To proactively lower down the com-
munication load, different types of communication-efficient
distributed optimization algorithms have been proposed re-
cently.

In the literature, communication-efficient distributed opti-
mization algorithms might be roughly categorized into two
groups. In the first category, the message packets are quan-
tized deliberately to save communication while preserving
the convergence property in original algorithms [2]–[4]. A
typical technique to achieve this is the quantization of the
variable change in two consecutive updates rather than the
variable itself; see [4] for the case with stochastic gradients
and [5] for the case with full gradients.

Another strategy to save communication resources is the
event-triggered scheduling [6]. In this type of methods, the
local broadcasting of each computing node is governed by a
testing rule that compares the innovation of variables to be
sent out with a prescribed threshold. The scheduler approves
the broadcasting only when the up-to-date variables are
innovative enough, and therefore avoids unnecessary commu-
nication usage. Most of existing event-triggered distributed
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optimization algorithms considered convex problems. For ex-
ample, the works in [7] presented event-triggered distributed
gradient algorithms with thresholds that are summable over
time. For strongly convex problems, exponentially decaying
thresholds are used to maintain the linear convergence of
the original distributed optimization algorithm [8]. Notably,
the authors in [9] designed a threshold that evolves with the
consensus error, based on which the overall algorithm also
presents linear convergence. Nevertheless, event-triggered
distributed nonconvex optimization has rarely been explored.
One recent attempt used a summable threshold and showed
the convergence of the algorithm [10]. We remark that event-
triggered communication is orthogonal to quantization; they
can be combined to achieve more significant communication
reductions, as demonstrated in [11].

In this work, our focus is placed on event-triggered
distributed nonconvex optimization. We develop a new trig-
gering threshold that is proportional to the local progress
in optimization, that is, the change of decision variables in
two consecutive updates. The threshold automatically decays
along with the convergence of the algorithm. Compared to
the time-dependent vanishing thresholds, the new one adapts
well to the dynamic behavior of distributed optimization and
leads to greater communication reduction. Then, this scheme
is incorporated into the distributed optimization algorithm
with gradient tracking (DOGT) [12] for communication
reduction. We provide sufficient conditions on the step-size
and the parameter in threshold, under which the event-
triggered optimization algorithm converges for nonconvex
problems. The performance in communication reduction is
demonstrated via numerical examples.

The remaining of this work is organized as follows. We
formulate the problem with some preliminaries in Section II.
The algorithm is developed in Section III, followed by the
convergence analysis in Section IV. Section IV presents the
numerical experiments and Section V concludes this work.

II. PROBLEM STATEMENT AND PRELIMINARIES

A. Basic Set-up

Consider the standard distributed optimization problem, in
which a group of computing nodes/agents aim at solving the
following finite-sum optimization problem

min
x

{
f(x) =

1

n

n∑
i=1

fi(x)

}
(1)

where each fi is a possibly nonconvex function. We assume
the optimal value f∗ > −∞. Each agent i only has
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access to the local objective function fi, and the information
exchange among the agents are restricted in the sense that
the communication topology is a sparse graph. In particular,
we use a doubly stochastic matrix P to describe the network
topology and the weights of connected links. We denote by
pij the (i, j)-th element in P , and it is positive only if the
two agents i and j are neighbors. The set of i’s neighbors is
denoted as Ni.

Assumption 1: i) The graph is connected; ii) P has a
strictly positive diagonal, i.e., pii > 0; iii) P1 = 1 and
1TP = 1T , where 1 denotes the all-one vector of dimension
n.

Assumption 1 ensures that there exists a constant β ∈
(0, 1) such that the second largest singular value of P

σ2(P ) ≤ β. (2)

For the local objective function, we make the following
assumption.

Assumption 2: Each fi is continuously differentiable, and
∇fi is Lipschitz continuous with constant L > 0, i.e.,

∥∇fi(x)−∇fi(y)∥ ≤ L∥x− y∥, ∀x, y.
A direct consequence of Assumption 2 is

fi(y) ≤ fi(x) + ⟨∇fi(x), y − x⟩+ L

2
∥y − x∥2, ∀x, y.

B. DOGT

Our algorithm is based on the DOGT algorithm, in which
each agent i maintains two variables xi and si, which
are local estimates of the solution and the gradient of f ,
respectively. At each time t, agent i performs the following
to update both variables:

x
(t)
i =

n∑
j=1

pij

(
x
(t−1)
j − αs

(t−1)
j

)
(3a)

s
(t)
i =

n∑
j=1

pijs
(t−1)
j +∇fi(x

(t)
i )−∇fi(x

(t−1)
i ) (3b)

where α is the step-size. For agent i to implement the above
update, only information from its immediate neighbors is
required. The convergence of DOGT has been investigated
for convex and nonconvex problems [12], [13].

In (3), each agent i needs to update with its neighbors
about xi and si at each time t, which may result in
unnecessary communication. To tackle this problem in this
work, we employ the event-triggered communication strategy
that schedules the information exchange based on a local
event test, which reduces the utilization of communication
resources.

III. ALGORITHM DEVELOPMENT

A. Event-triggered Communication

Let qi =
[
xi;αsi

]
, and q̂i denote the latest version of

qi that has been broadcast by agent i to its neighbors. Each
agent i only updates qi with its neighbors when the deviation

between qi and q̂i exceeds a given threshold depending on
the progress being locally made, i.e.,

∥q̂(t−1)
i − q

(t)
i ∥2 ≥ η∥∆x

(t−1)
i ∥2 (4)

where ∆x
(t−1)
i = x

(t)
i − x

(t−1)
i and η is a positive constant.

Here, the parameter η is made uniform across the agents
for brevity, and can be extended to the heterogeneous case
without much effort. Because each agent i broadcasts q̂

(t)
i

when the condition in (4) is violated, there holds

∥q̂(t)i − q
(t)
i ∥2 ≤ η∥∆x

(t−1)
i ∥2. (5)

Such progress-based triggering threshold is motivated by
the following. The progress made by optimization algorithms
at each iteration can be typically described by the differ-
ence between two consecutive updates. The lack of up-to-
date information from neighbors in distributed optimization
introduces noise to local updates. The magnitude of noise
is critical to convergence. If the noise caused by triggering
is restricted to be proportional to the optimization progress
with a tunable parameter as in (4), then it is sensible that
the algorithm remains convergent as long as the effect due
to noise can be compensated by sufficient progress.

Compared to time-dependent vanishing thresholds in the
literature, i.e.,

∥q̂(t−1)
i − q

(t)
i ∥2 ≥ ρ(t) (6)

where the nonnegative sequence {ρ(t)}t≥0 is square
summable, the proposed one features the following. On one
hand, provided that the algorithm converges, ∆xi converges
to zero and thus the noise due to triggering vanishes. Thus the
new triggering strategy will not prevent the algorithm from
exact convergence, similar to the time-dependent vanishing
thresholds. One the other hand, the triggering threshold
depends on the algorithm dynamics and therefore triggers
the broadcast more wisely, as we will show in numerical
results.

B. Optimization Algorithm

By incorporating the event-triggered communication, we
modify the DOGT algorithm as

x
(t)
i = x

(t−1)
i − αs

(t−1)
i −

n∑
j=1

pij

(
x̂
(t−1)
i − x̂

(t−1)
j

)
+ α

n∑
j=1

pij

(
ŝ
(t−1)
i − ŝ

(t−1)
j

)
(7a)

s
(t)
i = s

(t−1)
i −

n∑
j=1

pij

(
ŝ
(t−1)
i − ŝ

(t−1)
j

)
+∇fi(x

(t)
i )−∇fi(x

(t−1)
i ), (7b)

where x̂i and ŝi denote the latest iterates of agent i that is
made available to its neighbors, and ŝ

(0)
i = s

(0)
i and x̂

(0)
i =

x
(0)
i . If x̂i ≡ xi and ŝi ≡ si, then (7) reduces to the update

in (3).
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Algorithm 1 Event-triggered DOGT

Input: α > 0, x(0)

Output: x(t)
i , t = 1, 2, . . .

1: Initialize: each agent i = 1, . . . , n sets x
(0)
i = x̂

(0)
i =

x(0), s(0)i = ŝ
(0)
i = ∇fi(x

(0)), and receives x̂(0)
j and ŝ

(0)
j

from j ∈ Ni

2: for t = 1, 2, . . . , each agent i synchronously do
3: update x

(t)
i by (7a)

4: update s
(t)
i by (7b)

5: if (4) is satisfied then
6: send x

(t)
i and s

(t)
i to j ∈ Ni

7: end if
8: if new information is received from j ∈ Ni then
9: update x̂

(t)
j = x

(t)
j and ŝ

(t)
j = s

(t)
j

10: else
11: set x̂(t)

j = x̂
(t−1)
j and ŝ

(t)
j = ŝ

(t−1)
j

12: end if
13: end for

IV. RATE ANALYSIS

A. Analysis Set-up

Denote

x = n−1
n∑

i=1

xi, s = n−1
n∑

i=1

si, g = n−1∇
n∑

i=1

fi(xi)

s =
[
s1; . . . ; sn

]
, ŝ =

[
ŝ1; . . . ; ŝn

]
, s̃ = s− 1⊗ s

x =
[
x1; . . . ;xn

]
, x̂ =

[
x̂1; . . . ; x̂n

]
, x̃ = x− 1⊗ x.

We obtain from (7) that

x(t) = P(x(t−1) − αs(t−1))

+ (P− I)
(
(x̂(t−1) − x(t−1))− α(ŝ(t−1) − s(t−1))

)
s(t) = Ps(t−1) +∇(t) −∇(t−1)

+ (P− I)(ŝ(t−1) − s(t−1))
(8)

where P = P ⊗ I and ∇(t) =
[
∇f1(x

(t)
1 ); . . . ;∇fn(x

(t)
n )

]
.

Because of Null(I −P [l]) = Span(1) where Null(·) denotes
the null space of a linear map, it can be verified that the
following conservation property holds for (7):

x(t+1) = x(t) − αs(t)

s(t+1) = s(t) + g(t+1) − g(t).
(9)

In addition, the update of {x(t)}t≥1 in (9) can be taken as
gradient descent with inexact gradients, whose convergence
property is summarized in the following lemma.

Lemma 1: Suppose Assumption 2 holds. For x(t), t =
1, . . . , generated by (9), it holds that ∀ε > 0

n
(
f(x(t))− f(x(t−1))

)
≤
(
L+ ε

2
− 1

α

)
∥∆x(t−1)∥2

+
L2

2ε
∥x̃(t−1)∥2

(10)

where ∆x(t−1) = x(t) − x(t−1) and x = 1⊗ x.
Lemma 1 can be taken as an unconstrained version of

[14, Lemma 3]; its proof is presented in Appendix for
completeness.

B. Rate Analysis
Define

q =
[
q1; · · · ; qn

]
, q̂ =

[
q̂1; · · · ; q̂n

]
, q̌ = q̂− q.

Given positive constants κ and γ, we define the following
Lyapunov candidate function

R(x, x̃, s̃, q̌) = nf(x) + ∥x̃∥2 + κ∥s̃∥2 + γ∥q̌∥2.

Clearly, this function is bounded from below by f∗. Next, we
investigate the sufficient conditions under which the function
value of R(x, x̃, s̃, q̌) monotonically decreases.

Lemma 2: Suppose Assumptions 1 and 2 hold. If the
parameters α, κ, γ and η are chosen such that

ρx = 1− (1 + β)2

4
− κζ2 −

L2

2ε
− 3ηγ

(
1 +

(1 + β)2

4

)
ρs = κ− κζ1 −

βα2(1 + β)2

2(1− β)
(1 + 3ηγ)

ρq = γ −
(
6γη(1 + β)

(1− β)
+

2(1 + β)

1− β

)
∥P− I∥2 − κζ3

ρy =
1

α
− L+ ε

2
− 3κ(1 + β)2L2

2β(1− β)
− 3ηγ

are positive, where

ζ1 =
(1 + β)2

4

(
1 +

3α2L2(1 + β)2

(1− β)2

)
ζ2 =

3(1 + β)2L2

2β(1− β)

(
1 +

(1 + β)2

4

)
ζ3 =

1 + β

1− β
∥P− I∥2

(
1

α2
+

3(1 + β)2L2

β(1− β)

) (11)

and β ∈ (0, 1) is defined in (2), respectively, then it holds
that
R(x(t+1), x̃(t+1), s̃(t+1), q̌(t+1))−R(x(t), x̃(t), s̃(t), q̌(t))

≤ −r(x(t), x̃(t), s̃(t), q̌(t))

where

r(x, x̃, s̃, q̌) = ρx∥x̃∥2 + ρs∥s̃∥2 + ρq∥q̌∥2 + ρy∥∆x∥2.
Proof: Using (9) and (8), we obtain

x̃(t) = Px(t−1) − 1⊗ x(t−1) − α
(
Ps(t−1) − 1⊗ s(t−1)

)
+ (P− I)

(
(x̂(t−1) − x(t−1))− α(ŝ(t−1) − s(t−1))

)
= (P ⊗ I)x(t−1) −

(
1

n
(11T )⊗ I

)
x(t−1)

− α(P ⊗ I)s(t−1) + α

(
1

n
(11T )⊗ I

)
s(t−1)

+ (P− I)
(
(x̂(t−1) − x(t−1))− α(ŝ(t−1) − s(t−1))

)
=

((
P − 1

n
11T

)
⊗ I

)(
x̃(t−1) − αs̃(t−1)

)
+ (P− I)

(
(x̂(t−1) − x(t−1))− α(ŝ(t−1) − s(t−1))

)
.

311



Upon using

∥a+ b+ c∥2 ≤(1 + k1)(1 + k2)∥a∥2

+ (1 + k1)(1 + k−1
2 )∥b∥2 + (1 + k−1

1 )∥c∥2

for k1 = k2 = 1
2

(
1
β − 1

)
and∥∥∥(x̂(t−1) − x(t−1))− α(ŝ(t−1) − s(t−1))

∥∥∥2
≤ 2(∥x̂(t−1) − x(t−1)∥2 + ∥α(ŝ(t−1) − s(t−1))∥2)
≤ 2∥q̌(t−1)∥2,

we obtain that

∥x̃(t)∥2 ≤ (1 + β)2

4
∥x̃(t−1)∥2 + βα2(1 + β)2

2(1− β)
∥s̃(t−1)∥2

+
2(1 + β)

1− β
∥P− I∥2∥q̌(t−1)∥2.

(12)

Similarly, it can be verified from (8) that

∥s̃(t)∥2

≤ (1 + β)2

4
∥s̃(t−1)∥2 + 1 + β

1− β
∥P− I∥2∥ŝ(t−1) − s(t−1)∥2

+
(1 + β)2L2

2β(1− β)
∥∆x(t−1)∥2

≤ (1 + β)2

4
∥s̃(t−1)∥2 + 1 + β

1− β
∥P− I∥2∥ŝ(t−1) − s(t−1)∥2

+
3(1 + β)2L2

2β(1− β)
∥x̃(t)∥2 + 3(1 + β)2L2

2β(1− β)
∥x̃(t−1)∥2

+
3(1 + β)2L2

2β(1− β)
∥∆x(t−1)∥2,

where we use

∥∆x(t−1)∥2

= ∥x(t) − x(t) + x(t−1) − x(t−1) +∆x(t−1)∥2

≤ 3∥x̃(t)∥2 + 3∥x̃(t−1)∥2 + 3∥∆x(t−1)∥2

to get the last inequality. Using (12) and

∥ŝ(t−1) − s(t−1)∥2 ≤ ∥q̌(t−1)∥2

α2
,

we arrive at

∥s̃(t)∥2

≤ (1 + β)2

4
∥s̃(t−1)∥2 + 1 + β

1− β
∥P− I∥2∥š(t−1)∥2

+
3(1 + β)2L2

2β(1− β)

(2(1 + β)

1− β
∥P− I∥2∥q̌(t−1)∥2

+
βα2(1 + β)2

2(1− β)
∥s̃(t−1)∥2 + (1 + β)2

4
∥x̃(t−1)∥2

)
+

3(1 + β)2L2

2β(1− β)
∥x̃(t−1)∥2 + 3(1 + β)2L2

2β(1− β)
∥∆x(t−1)∥2

≤ ζ1∥s̃(t−1)∥2 + ζ2∥x̃(t−1)∥2 + ζ3∥q̌(t−1)∥2

+
3(1 + β)2L2

2β(1− β)
∥∆x(t−1)∥2

where ζ1, ζ2 and ζ3 are defined in (11). In addition, we have

∥q̌(t)∥2 ≤ η∥∆x(t−1)∥2

≤ 3η
(
∥x̃(t)∥2 + ∥x̃(t−1)∥2 + ∥∆x(t−1)∥2

)
≤ 3η

(
1 +

(1 + β)2

4

)
∥x̃(t−1)∥2

+
3ηβα2(1 + β)2

2(1− β)
∥s̃(t−1)∥2

+
6η(1 + β)

1− β
∥P− I∥2∥q̌(t−1)∥2 + 3η∥∆x(t−1)∥2.

(13)

where (5) is used to derive the first inequality. Upon using
Lemma 1, we obtain

R(x(t), x̃(t), s̃(t), q̌(t))−R(x(t−1), x̃(t−1), s̃(t−1), q̌(t−1))

≤
(
L+ ε

2
− 1

α

)
∥∆x(t−1)∥2 + L2

2ε
∥x̃(t−1)∥2

+

(
(1 + β)2

4
+ κζ2 − 1

)
∥x̃(t−1)∥2

+ 3ηγ

(
1 +

(1 + β)2

4

)
∥x̃(t−1)∥2

+

(
βα2(1 + β)2

2(1− β)
+ ζ1κ− κ

)
∥s̃(t−1)∥2

+
3ηγβα2(1 + β)2

2(1− β)
∥s̃(t−1)∥2

+

(
6γη(1 + β)

1− β
∥P− I∥2 − γ

)
∥q̌(t−1)∥2

+

(
2(1 + β)

1− β
∥P− I∥2 + κζ3

)
∥q̌(t−1)∥2

+

(
3ηγ +

3κ(1 + β)2L2

2β(1− β)

)
∥∆x(t−1)∥2

≤ −r(y(t−1), x̃(t−1), s̃(t−1), q̌(t−1)).

Remark 1: Lemma 2 presents sufficient conditions on the
parameters to ensure convergence of ET-DOGT. They are
stronger than that in conventional DOGT. This is because the
triggering behavior introduces additional noise, i.e., (13), that
should be counteracted properly. For the relation between pa-
rameters, the step-size α decreases as β and L increase, and
the triggering parameter decreases as the step-size decreases.
In the extreme case where η = 0, one can always find an
α for any parameter β ∈ (0, 1). Next, we provide a set of
explicit conditions. Suppose the matrix P is designed such
that

β <
2
√
5

3
− 1.

Take

κ =
β(1− β)

12L2(1 + β)2
, ε = 2L2.

To ensure ρx > 0, there must hold

ηγ < η∗γ∗ :=
3− (1 + β)2

3(4 + (1 + β)2)
− 1

24
> 0.
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Note that both ρs and ρy are monotonically decreasing over
ηγ. Then ρs and ρy can be made positive by choosing α
satisfying both

α <

√
κ(1− β)3(3 + β)

2β(1− β)(1 + β)2(1 + 3η∗γ∗) + 3κL2(1 + β)4

and

α <
2β(1− β)

β(1− β)(L+ 2L2) + 3κ(1 + β)2L2 + 6η∗γ∗β(1− β)
.

Finally, to ensure ρq > 0, one sets

γ >

(
6γ∗η∗(1 + β)

(1− β)
+

2(1 + β)

1− β

)
∥P− I∥2 + κζ3,

and, accordingly,

η <
η∗γ∗

γ
.

Theorem 1: Suppose the premise in Lemma 2 holds.
Given ϵ > 0, let Tϵ = min{t : r(y(t), z̃(t), s̃(t), q̌(t)) ≤ ϵ} .
Then, it holds that

i) The sequence limτ→∞∥x̃(τ)∥ = 0 and
limτ→∞

∑n
i=1 ∇fi(x

(τ)
i ) = 0;

ii) Tϵ = o(1/ϵ).
Proof: i) By Lemma 2 and the fact that R(x, x̃, s̃, q̌)

is bounded from below, we have that R(x(t), x̃(t), s̃(t), q̌(t))
converges and

∞∑
τ=0

r(x(τ), x̃(τ), s̃(τ), q̌(τ)) < ∞.

Therefore

lim
τ→∞

r(x(τ), x̃(τ), s̃(τ), q̌(τ)) = 0.

By the definition of r, we obtain limτ→∞∥x̃(τ)∥ = 0 and

lim
τ→∞

∥∆x(τ)∥ = lim
τ→∞

∥∥∥∥∥αn
n∑

i=1

∇fi(x
(τ)
i )

∥∥∥∥∥ = 0.

ii) Upon using Lemma 2 and the definition of Tϵ, we obtain

Tϵ

2
ϵ ≤

Tϵ∑
τ=⌊Tϵ

2 ⌋+1

r(τ) ≤ R(⌊Tϵ
2 ⌋+1) −R(Tϵ+1)

As ϵ → 0, we consider the following two possibilities. If
Tϵ → ∞, then Tϵ = o(1/ϵ) because of the convergence
of R(τ), i.e.,

∑Tϵ

τ=⌊Tϵ
2 ⌋+1

r(τ) → 0. If Tϵ < ∞, then R(τ)

converges in finite steps. This completes the proof.

V. EXPERIMENTS

In this section, we present experimental results on real-
world datasets to demonstrate the efficiency of ET-DOGT in
saving communication resources, by comparing the perfor-
mance with a few recent algorithms.

Fig. 1. Training gradient norm versus the numbers of iterations and
broadcasting times.

Fig. 2. Testing accuracy versus the numbers of iterations and broadcasting
times.

Consider the logistic regression problem with a nonconvex
regularizer on the a9a dataset [15]. In particular, the unshuf-
fled dataset is evenly distributed to n = 10 agents, and the
local objective function is given by

fi(x) =

mi∑
j=1

log
(
1 + exp

(
−yijM

i
j

T
x
))

+ ι

d∑
l=1

(x[l])2

1 + (x[l])2

where M i
j ∈ Rm and yij ∈ {−1, 1} denote the j-th pair

of input feature and class label for agent i, x[l] represents
the l-th entry of x, and the regularization parameter is set as
ι = 0.05. For the communication network among the agents,
we construct an Erdős-Rényi topology with connectivity
probability 0.8. Based on it, the fastest distributed linear
averaging (FDLA) matrix is chosen as the mixing matrix
[16].

We compare the ET-DOGT algorithm with the origi-
nal DOGT and the event-triggered distributed subgradient
method (ET-DSM) in [7]. For DOGT-based algorithms, the
step-size is set as α = 0.1. For ET-DSM, the step-size is
set as 1/(t + 1) to satisfy the theoretical conditions for
convergence. The parameter of the triggering condition (4) is
set as η = 1 for ET-DOGT, and for ET-DSM the parameter in
(6) is determined as ρ(t) = 2/(t+ 1)2. For all the methods,
the initial variables are drawn from a uniform distribution
over [0, 1).

The results are plotted in Figs. 1 and 2. Fig. 1 depicts the
change of gradient norm, i.e., ∥

∑n
i=1 ∇fi(xi)∥, over both
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the number of iteration steps and broadcasting times under
the three algorithms. The ET-DOGT algorithm presents a
similar convergence speed with DOGT in terms of itera-
tion number, however the event-triggered variant consumes
much less communication resources compared to the original
DOGT. ET-DSM converges much slower than the other
two methods, mainly due to the decaying step-size. Fig
2 evaluates the three algorithms via testing accuracy, and
the result demonstrates the same trend as in Fig. 1. In
summary, the proposed ET-DOGT algorithm helps reduce
the utilization of communication resources while preserving
a desired convergence speed.

VI. CONCLUSIONS

This work presented an event-triggered variant of the
distributed optimization algorithm with gradient tracking,
and provided sufficient conditions for the step-size and the
triggering parameter under which the proposed algorithm
converges for nonconvex and smooth problems. The pro-
posed triggering condition features that the threshold is deter-
mined by the change of two consecutive local updates, which
adapts well to the optimization dynamics. Experimental
results were presented to demonstrate the effectiveness of the
proposed algorithm. Future research includes the extension
to composite optimization problems, and linear convergence
results under stronger assumptions such as strong convexity.

APPENDIX

A. Proof of Lemma 1

By Assumption 2, it holds that

f(x(t))− f(x(t−1))

≤ ⟨∇f(x(t−1)), x(t) − x(t−1)⟩+ L

2
∥x(t) − x(t−1)∥2

= ⟨∇f(x(t−1))− g(t−1), x(t) − x(t−1)⟩

+ ⟨g(t−1), x(t) − x(t−1)⟩+ L

2
∥x(t) − x(t−1)∥2.

(14)

Since g(t−1) = α−1(x(t−1) − x(t−1)), we have

f(x(t))− f(x(t−1)) ≤ ⟨∇f(x(t−1))− g(t−1), x(t) − x(t−1)⟩

−
(
1

α
− L

2

)
∥x(t) − x(t−1)∥2.

(15)

In addition, we have

∥∇f(x(t−1))− g(t−1)∥2

=

∥∥∥∥∥n−1
n∑

i=1

∇f(x(t−1))−∇fi(x
(t−1)
i )

∥∥∥∥∥
2

≤ 1

n

n∑
i=1

∥∇f(x(t−1))−∇fi(x
(t−1)
i )∥2

≤ L2

n
∥x̃(t−1)∥2,

where the first inequality is due to the convexity of norm
square and Jensen’s inequality, and the second inequality

follows from Assumption 2. Therefore, it holds that

⟨∇f(x(t−1))− g(t−1), x(t) − x(t−1)⟩

≤ ε

2
∥x(t) − x(t−1)∥2 + 1

2ε
∥∇f(x(t−1))− g(t−1)∥2

≤ ε

2
∥x(t)−x(t−1)∥2+ L2

2nε
∥x̃(t−1)∥2,∀ε > 0.

(16)

Combining (15) and (16) completes the proof.
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