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Abstract— This paper deals with the design of scheduling
logic and control logic for networked control systems (NCSs)
with limited communication resources. We consider an NCS
with N plants that communicate with remotely located con-
trollers over a shared band-limited communication network.
Due to a limited capacity of the network, at most M (< N)
plants can exchange information with their controllers at any
instant of time and the remaining at least N − M plants
operate in open-loop. We present an algorithm that co-designs
an allocation scheme of the communication network among the
plants (scheduling logic) and the control inputs for the plants
(control logic). Given a non-zero initial state for each plant,
a scheduling and control logic obtained from our algorithm
ensures that the states are steered to zero in the given time
horizon for all the plants. We also provide sufficient conditions
on the plant dynamics, capacity of the communication network
and the given time horizon that lead to a numerically tractable
implementation of the proposed algorithm. We employ a feasi-
bility problem with sparsity constraints as the key tool in our
design. A numerical example is presented to demonstrate the
proposed results.

I. INTRODUCTION

Networked Control Systems (NCSs) are spatially dis-
tributed systems in which the communication between plants
and their controllers occurs through a shared digital commu-
nication network [4, Section 1]. They are an integral part of
modern day Cyber-Physical Systems (CPS) and Internet-of-
Things (IoT) applications.

NCSs with a large number of plants often suffer from
limited communication resources. Indeed, the bandwidth of
shared communication networks is typically limited. The sce-
nario in which the number of plants sharing a communication
network is higher than the capacity of the network is called
medium access constraint. This scenario motivates the need
to allocate the communication network to each plant in a
manner so that good qualitative and quantitative properties
of the plants are preserved. The task of efficient allocation
of a shared communication network is commonly referred
to as a scheduling problem and the corresponding allocation
scheme is called a scheduling logic. In this paper we study
algorithmic design of scheduling logic and its corresponding
control logic for NCSs.

The existing classes of scheduling logic can be classified
broadly into two categories: static (also called open-loop) and
dynamic (also called closed-loop). In case of the former, a
finite length allocation scheme of the network is determined
offline prior to its application, while in case of the latter,
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the allocation of the shared network is determined based
on some information about the plant (e.g., states, outputs,
access status of sensors and actuators, etc.). While static
logic are easier to implement and guarantee activation of each
sensor and actuator, dynamic scheduling logic are often more
suitable to ensure optimal performance of the plants under
communication uncertainties.In this paper we will restrict our
attention to static scheduling logic.

Various tools and techniques for the design of scheduling
logic for NCSs have been used in the literature. For NCSs
with continuous-time linear plants, a static scheduling logic
that preserves stability of all plants are characterized using
common Lyapunov functions in [5] and piecewise Lyapunov-
like functions with average dwell time switching in [12].
A more general case of co-designing a static scheduling
logic and control action is addressed using combinatorial
optimization with periodic control theory in [17] and Linear
Matrix Inequalities (LMIs) optimization with average dwell
time technique in [2]. The discrete-time setting has also
attracted considerable research attention. The authors of [20]
characterize static switching logic that ensures reachability
and observability of the plants under limited communication,
and design an observer-based feedback controller for these
logic. The corresponding techniques were later extended
to the case of constant transmission delays [6] and Linear
Quadratic Gaussian (LQG) control problem [7]. We employ
multiple Lyapunov-like functions and graph theory to de-
sign stability preserving periodic scheduling logic in [10],
Lie algebra for the design of stability preserving periodic
scheduling logic under jamming attacks in the network in
[9] and matrix inequalities for stability preserving periodic
scheduling logic under data losses in the network in [11].
Recently in [19] we have presented a probabilistic algorithm
for the design of stability preserving static scheduling logic.
Event-triggered scheduling logics that preserve stability of
all plants under communication delays are proposed in [1].
In [13] the authors propose a mechanism to allocate network
resources by finding optimal node that minimizes a certain
cost function in every network time instant. The design
of dynamic scheduling logic for stability of each plant
under both communication uncertainties and computational
limitations is studied in [18]. In [3] a class of distributed
control-aware random network access logics for the sensors
such that all control loops are stabilizable, is presented.
A dynamic scheduling logic based on predictions of both
control performance and channel quality at run-time, is
proposed in [14]. In this paper we present a sparsity driven
algorithm for the design of scheduling and control logic for
NCSs.
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We consider an NCS consisting of multiple discrete-time
linear plants whose feedback loops are closed through a
shared communication network. Due to a limited commu-
nication capacity of the network, only a few plants can
exchange information with their controllers at any instant
of time. Consequently, the remaining plants operate in open-
loop. Given a non-zero initial state for each plant and a time
horizon, we design a scheduling logic and a control logic that
together steer the given initial state of each plant to zero in
the given time horizon. We operate under the assumption
that each plant requires access to the shared communication
network at least once for its state to reach zero in the given
time.

The primary tool for our design is a feasibility prob-
lem with sparse constraints (ℓ0-constraints). Its solution is
a control logic that for each plant steers the given non-
zero initial state to zero in the given time horizon while
obeying the constraint that not more than a certain number
of plants receive a non-zero control input at any instant of
time. Once such a control logic is obtained, we allow the
plants with non-zero control inputs an access to the shared
communication network. A scheduling logic is designed
accordingly. The presence of an ℓ0-constraint in our design of
a control logic, however, requires us to solve a non-convex
optimization problem. We present sufficient conditions on
the plant dynamics, the capacity of the communication
network and the given time horizon such that the non-convex
optimization problem under consideration admits solutions.
We also discuss algorithms to construct these solutions
numerically. To the best of our knowledge, our algorithm
introduces a new tool for the design of scheduling and control
logic for NCSs to the literature.

The remainder of this paper is organized as follows: In
Section II we formulate the problem under consideration.
Our results appear in Section III. A numerical example is
presented in Section IV. We conclude in Section V with
a brief discussion of future research direction. Owing to
space limitation, we omit proofs of our results. They will
be presented in a longer journal version.

Notation. R is the set of real numbers and N is the set of
natural numbers. For v ∈ Rn, ∥v∥0 denotes its ℓ0-norm, i.e.,
the number of non-zero elements in v. We use ∥v∥ to denote
the Euclidean norm of v. We let 0n denote a n-dimensional
zero vector. We extend this notation to also represent an m(>
n)-dimensional vector with m−n-many non-zero entries and

n-many zero entries as


a1
...

am−n

0n

 (resp.,


0n
a1
...

am−n

).

II. PROBLEM STATEMENT

We consider an NCS with N plants whose dynamics are
given by

xi(t+ 1) = Aixi(t) + biui(t), xi(0) = x0
i , (1)

t = 0, 1, . . . , T − 1, where xi(t) ∈ Rdi and ui(t) ∈ R are
the vector of states and scalar control input of the i-th plant

at time t, respectively, Ai ∈ Rdi×di , bi ∈ Rdi are constants,
i = 1, 2, . . . , N , and the time horizon T ∈ N is given.

The controllers are remotely located and each plant com-
municates with its controller through a shared communica-
tion network. We consider that the shared network has a
limited communication capacity in the sense that at any time
instant, at most M plants (0 < M < N) can access the
network. Consequently, at least N − M plants operate in
open loop (i.e., with ui(t) = 0) at every time instant.

Assumption 1: The communication network is otherwise
ideal in the sense that exchange of information between
plants and their controllers is not affected by communication
uncertainties.

Let S be the set of all subsets of {1, 2, . . . , N} containing
at most M distinct elements. We call a function γT :
{0, 1, . . . , T − 1} → S , that specifies at every time instant
t = 0, 1, . . . , T−1, at most M plants of the NCS which have
access to the shared network at that time, as a scheduling
logic. We define the function υT : {0, 1, . . . , T − 1} → RN

as υT (t) =


u1(t)
u2(t)

...
uN (t)

. It specifies, at every time instant

t = 0, 1, . . . , T − 1, the control inputs ui(t) ∈ R for the
plants i = 1, 2, . . . , N , and is called a control logic.

Remark 1: In view of our definition of an open-loop
operation of plants, for a fixed γT (t), we need ui(t) = 0
for all i ∈ {1, 2, . . . , N} such that i /∈ γT (t). Further, in our
setting, a closed-loop operation of a plant i with ui(t) = 0
is equivalent to an open-loop operation of plant i. Thus, for
a fixed υT (t), excluding all plants i ∈ {1, 2, . . . , N} with
ui(t) = 0 from γT (t) is no loss of generality.

In the sequel we will refer to a pair, (γT , υT ), as a schedul-
ing and control logic for the NCS under consideration. We
will solve the following problem:

Problem 1: Given the plant dynamics, (Ai, bi), i =
1, 2, . . . , N , the initial states, xi(0) = ξi ̸= 0di

, i =
1, 2, . . . , N , the capacity of the communication network, M ,
and the time horizon, T , design a scheduling and control
logic, (γT , υT ), under which xi(T ) = 0di

for each plant
i = 1, 2, . . . , N .

Notice that if there are at least N − M plants i ∈
{1, 2, . . . , N} such that xi(0) = ξi can be steered to xi(T ) =
0di

in open-loop (i.e., there exists τ ∈ {1, 2, . . . , T} such
that Aτ

i ξi = 0di ), then the remaining at most M plants
can be allowed to communicate with their remotely located
controllers at every time t = 0, 1, . . . , T −1. In this scenario
Problem 1 can be addressed solely by studying reachability
of the remaining plants. We will study Problem 1 at a general
level and assume that for each plant i = 1, 2, . . . , N , at least
one non-zero control input is required to steer ξi to 0di in
T time units. Consequently, we require T ⩾ ⌈N

M ⌉. Indeed,
with T < ⌈N

M ⌉, there is at least one plant that does not have
access to the communication network at any time instant
t ∈ {0, 1, . . . , T − 1}.

We will solve Problem 1 in an offline manner in the sense
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that we will compute γT (t) and υT (t), t = 0, 1, . . . , T −1 at
one go prior to their application to the NCS. We will employ
an optimization problem that yields a control logic, υT , with
a pre-specified sparsity to accommodate the communication
capacity, M , of the network. We will design a scheduling
logic, γT , by utilizing the sparse nature of the obtained υT .

III. MAIN RESULTS

A. Design of a scheduling and control logic, (γT , υT )

We first present an algorithm to design a scheduling and
control logic, (γT , υT ). We will then show that a (γT , υT )
obtained from our algorithm steers xi(0) = ξi to xi(T ) =
0di

for each plant i = 1, 2, . . . , N .

Algorithm 1 Construction of a scheduling and control logic,
(γT , υT )

Input: The plant dynamics, (Ai, bi), i = 1, 2, . . . , N , the
capacity of the communication network, M , the initial
states, xi(0) = ξi, i = 1, 2, . . . , N , and time horizon, T .

Output: A scheduling and control logic, (γT , υT ).
1: Solve the following feasibility problem for υT :

minimize
υT (0),...,υT (T−1)

1 (2)

subject to



xi(t+ 1) = Aixi(t) + biui(t),

t = 0, 1, . . . , T − 1,

i = 1, 2, . . . , N,

xi(0) = ξi, xi(T ) = 0di
,

i = 1, 2, . . . , N,

∥υT (t)∥0 ⩽ M, t = 0, 1, . . . , T − 1.

2: If there exists a solution υT to the feasibility problem (2),
then go to Step 3. Otherwise, terminate the algorithm.

3: Construct γT (t) as the set containing the elements of
the set {1, 2, . . . , N} such that ui(t) ̸= 0, (i.e., the i-th
component of υT (t) is non-zero), t = 0, 1, . . . , T − 1.

Algorithm 1 involves two steps: First, it solves the fea-
sibility problem (2) to compute the control logic, υT . The

sequences
((

ui(t)
)T−1

t=0

)N

i=1

have the following properties:

(a) for each plant i = 1, 2, . . . , N ,
(
ui(t)

)T−1

t=0
steers the

given initial state ξi to 0di in (at most) T units of time, and
(b) at every time t = 0, 1, . . . , T − 1, ui(t) ̸= 0 at most
for M -many plants i ∈ {1, 2, . . . , N}. Second, it assigns the
plants i ∈ {1, 2, . . . , N} with ui(t) ̸= 0 to γT (t), i.e., they
are allowed an access to the shared communication network
at time t, t = 0, 1, . . . , T − 1. These plants receive their
non-zero control inputs at time t and the plants i /∈ γT (t)
operate in open-loop with ui(t) = 0, t = 0, 1, . . . , T−1. The
feasibility problem (2) is a sparse optimization problem in
the sense that it involves a sparse constraint (ℓ0-constraint).
Indeed, we employ an upper bound on the number of non-
zero elements in υT (t) and thus a lower bound on the
number of zero elements in υT (t). This accommodates the

communication capacity, M , in our design of scheduling
logic, γT and control logic, υT .

The following result asserts that for each plant i =
1, 2, . . . , N , the state xi(0) = ξi is steered to xi(T ) = 0di

under a scheduling and control logic, (γT , υT ), obtained
from our algorithm.

Proposition 1: Suppose that the plant dynamics, (Ai, bi),
i = 1, 2, . . . , N , the capacity of the communication network,
M , the initial states, xi(0) = ξi, i = 1, 2, . . . , N , and the
time horizon, T , are given. Let (γT , υT ) be a scheduling and
control logic obtained from Algorithm 1. Then for each plant
i = 1, 2, . . . , N , xi(T ) = 0di under (γT , υT ).

A scheduling and control logic, (γT , υT ), obtained from
Algorithm 1 is our solution to Problem 1.

Remark 2: A scheduling and control logic, (γT , υT ), ob-
tained from Algorithm 1 is static or open-loop in the sense
that it is designed offline and does not adapt to faults in the
plants and/or other components in the NCS that may occur
during operation.

Remark 3: Recently in [8] the authors presented a sparsity
based approach (joint ℓ0 and L0-optimization) for schedul-
ing of a continuous-time linear networked system towards
achieving a certain controllability metric. In this paper we
use sparse optimization (ℓ0-optimization) for the design of
scheduling and control logic for NCSs with multiple plants
and a limited communication capacity.

Notice that the key component in our design of (γT , υT ) is
obtaining a solution to the feasibility problem (2). However,
solving (2) numerically is not a straightforward task. Indeed,
since ℓ0-norm is not a convex function, all constraints in (2)
are not convex and the definition of a convex optimization
problem is violated. In the remainder of this section we
address solvability of the feasibility problem (2).

B. Solution to the feasibility problem (2)

Let Uξi =
{(

ui(t)
)T−1

t=0

∣∣ xi(0) = ξi is steered to xi(T ) =

0di
under ui(t), t = 0, 1, . . . , T − 1

}
. We observe that

existence of a solution to (2) is equivalent to:
Proposition 2: Suppose that Uξi ̸= ∅ for all i =

1, 2, . . . , N and there exist elements
(
ui(t)

)T−1

t=0
∈ Uξi ,

i = 1, 2, . . . , N such that

∥∥∥∥∥∥∥∥∥


u1(t)
u2(t)

...
uN (t)


∥∥∥∥∥∥∥∥∥
0

⩽ M for all

t = 0, 1, . . . , T − 1. Then there exists a solution to the
feasibility problem (2).

The above Proposition is immediate. In particular, υT (t) =
u1(t)
u2(t)

...
uN (t)

 =


u1(t)
u2(t)

...
uN (t)

, t = 0, 1, . . . , T − 1. Constructing

of all elements of Uξi , i = 1, 2, . . . , N and finding suit-

able combinations of
((

ui(t)
)T−1

t=0

)N

i=1

can be performed

by employing an exhaustive search technique. Notice that
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we require xi(T ) = AT
i ξi +Φi


ui(0)
ui(1)

...
ui(T − 1)

 = 0di , where

Φi =
(
AT−1

i bi AT−2
i bi . . . Aibi bi

)
. We present a

set of sufficient conditions on the plant dynamics, (Ai, bi),
i = 1, 2, . . . , N , the capacity of the communication network,
M , and the time horizon, T , such that (2) admits a solution
and an exhaustive search to compute the same is not needed.
We also discuss algorithmic construction of the solution.

Let Ψi =
(
Adi−1

i bi Adi−2
i bi · · · Aibi bi

)
, i =

1, 2, . . . , N .
Definition 1: We call a plant i reachable if the pair

(Ai, bi) ∈ Rdi×di × Rdi satisfies rank(Ψi) = di.
Our first result for the existence of a solution to the

feasibility problem (2) is the following:
Proposition 3: Suppose that

C1) Each plant i = 1, 2, . . . , N is reachable.
C2) There exist d̂j ∈ N, Pj ⊆ {1, 2, . . . , N}, j =

1, 2, . . . ,
⌈
N
M

⌉
such that

a) |Pj | ⩽ M , j = 1, 2, . . . ,
⌈
N
M

⌉
,

b) Pℓ ∩ Pm = ∅ for all ℓ,m = 1, 2, . . . ,
⌈
N
M

⌉
, ℓ ̸= m,

c)

⌈
N
M

⌉⋃
j=1

Pj = {1, 2, . . . , N},

d) d̂j > di for all i ∈ Pj , j = 1, 2, . . . ,
⌈
N
M

⌉
, and

e)

⌈
N
M

⌉∑
j=1

d̂j ⩽ T .

Then a control logic, υT , obtained from Algorithm 2 is a
solution to the feasibility problem (2).

Proposition 3 asserts that if all the plants are reachable and
there exist positive integers, d̂j and sets, Pj ⊆ {1, 2, . . . , N},
j = 1, 2, . . . ,

⌈
N
M

⌉
, that satisfy certain properties, then there

exists a solution to the feasibility problem (2) and this
solution can be computed by employing Algorithm 2. We
split the set of all plants {1, 2, . . . , N} into disjoint subsets,
Pj , j = 1, 2, . . . ,

⌈
N
M

⌉
and use d̂j , j = 1, 2, . . . ,

⌈
N
M

⌉
as

the time duration for steering the state of the elements in Pj

to zero with at most di-many non-zero control inputs. The
cardinality of each Pj ensures that no more than M plants
have non-zero control inputs at any time instant t and the
upper bound on the sum of d̂j , j = 1, 2, . . . ,

⌈
N
M

⌉
ensures

that the given initial states of all plants are steered to zero
in the given time horizon T .

Our second result towards ensuring existence of a solution
to the feasibility problem (2) is the following:

Proposition 4: Suppose that
D1) Each plant i = 1, 2, . . . , N is reachable.
D2) There exist N ∋ d̂i > di for all i = 1, 2, . . . , N and

Qj ⊆ {1, 2, . . . , N}, j = 1, 2, . . . , p with p ⩽ M such
that
a) Qm ∩Qn = ∅ for all m,n = 1, 2, . . . , p, m ̸= n,

b)
p⋃

j=1

Qj = {1, 2, . . . , N}, and

Algorithm 2 Construction of a control logic, υT , when
conditions C1)-C2) are satisfied
Input: The plant dynamics, (Ai, bi), i = 1, 2, . . . , N , the

capacity of the communication network, M , the initial
states, xi(0) = ξi, i = 1, 2, . . . , N , time horizon, T ,
the numbers, d̂j , j = 1, 2, . . . ,

⌈
N
M

⌉
and the sets, Pj ,

j = 1, 2, . . . ,
⌈
N
M

⌉
.

Output: A control logic, υT .
1: for j = 1, 2, . . . ,

⌈
N
M

⌉
do

2: Compute d̃j =

j−1∑
k=1

d̂k.

3: for each i ∈ Pj do
4: Set ui

(
d̃j + 0

)
...

ui

(
d̃j + d̂j − 1

)
 =

(
0d̂j−di

−Ψ−1
i A

d̂j

i A
d̃j

i ξi

)
(3)

and ui(τ) = 0 for all τ ∈ {0, 1, . . . , T −1}\
{
d̃j +

0, . . . , d̃j + d̂j − 1
}

.
5: end for
6: end for

7: Output υT (t) =


u1(t)
u2(t)

...
uN (t)

, t = 0, 1, . . . , T − 1.

c)
∑
i∈Qj

d̂i ⩽ T for all Qj , j = 1, 2, . . . , p.

Then a control logic, υT , obtained from Algorithm 3 is a
solution to the feasibility problem (2).

Proposition 4 asserts that if all the plants are reachable
and there exist positive integers d̂i, i = 1, 2, . . . , N and
sets Qj ⊆ {1, 2, . . . , N}, j = 1, 2, . . . , p with p ⩽ M that
satisfy certain properties, then there exists a solution to the
feasibility problem (2) and this solution can be computed by
employing Algorithm 3. For each plant i = 1, 2, . . . , N , we
use d̂i as the time duration for steering the state of the plant
to 0di

with at most di-many non-zero control inputs. We split
the set of all plants {1, 2, . . . , N} into at most M disjoint
subsets, Qj , j = 1, 2, . . . , p (⩽ M) such that the sum of d̂i
for all elements i in any Qj does not exceed T . The number
of Qj , j = 1, 2, . . . , p in use ensures that not more than M
plants have non-zero control inputs at any time instant t and
the upper bound on the sum of d̂i, i ∈ Qj , j ∈ {1, 2, . . . , p}
ensures that the given initial states of all plants are steered
to zero in the given time horizon T .

We now summarize our sufficient conditions for the exis-
tence of a solution to the feasibility problem (2). Consider
a matrix, M, with M rows and T columns. Suppose that
we want to fill in the entries of M with elements from
the set {1, 2, . . . , N} obeying that each element must appear
for a pre-specified number of consecutive instances d̂j , j ∈
{1, 2, . . . ,

⌈
N
M

⌉
} (resp., d̂i, i ∈ {1, 2, . . . , N}). Algorithm 2
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Algorithm 3 Construction of a control logic, υT when
conditions D1)-D2) are satisfied
Input: The plant dynamics, (Ai, bi), i = 1, 2, . . . , N , the

initial states, xi(0) = ξi, i = 1, 2, . . . , N , time horizon,
T , the integers, d̂i, i = 1, 2, . . . , N and the sets, Qj ,
j = 1, 2, . . . , p.

Output: A control logic, υT .
Let Qj(k) denote the k-th element of the set Qj , k =
1, 2, . . . , |Qj |.

1: for each j = 1, 2, . . . , p do
2: for each k = 1, 2, . . . , |Qj | do

3: Compute d̃Qj(k) =

k−1∑
ℓ=1

d̂Qj(ℓ).

4: Set  uQj(k)

(
d̃Qj(k) + 0

)
...

uQj(k)

(
d̃Qj(k) + d̂Qj(k) − 1

)
 =

 0d̂Qj(k)−dQj(k)

−Ψ−1
Qj(k)

A
d̂Qj(k)

Qj(k)
A

d̃Qj(k)

Qj(k)
ξQj(k)

 (4)

and uQj(k)(τ) = 0 for all τ ∈ {0, 1, . . . , T − 1} \{
d̃Qj(k) + 0, . . . , d̃Qj(k) + d̂Qj(k) − 1

}
.

5: end for
6: end for

7: Output υT (t) =


u1(t)
u2(t)

...
uN (t)

, t = 0, 1, . . . , T − 1.

splits the columns into segments of length d̂1, d̂2, . . ., d̂⌈ N
M

⌉
and fill in the elements from P1, P2, . . ., P⌈ N

M

⌉, respectively,

while Algorithm 3 assigns elements from Q1, Q2, . . ., Qp

for the corresponding d̂i, i = 1, 2, . . . , N duration of time
along the rows 1, 2, . . . , p (⩽ M), respectively.

Propositions 3 and 4 are algebraically related as fol-
lows: If |Qj | =

⌈
N
M

⌉
for all j = 1, 2, . . . , p, then we

can pick Pk = {Q1(k),Q2(k), . . . ,Qp(k)} and d̂k =
max{d̂Q1(k), d̂Q2(k), . . . , d̂Qp(k)}, k = 1, 2, . . . ,

⌈
N
M

⌉
. Given

a time horizon, T , it is clear that Proposition 4 can cater to
a bigger N compared to Proposition 3 as the choice of d̂i is
specific to i and not a maximal value over a set of i’s which
can be of different dimension, di. In other words, Proposition
3 is more useful when di ̸= d for all i = 1, 2, . . . , N .
Consider, for example, an NCS with N = 4 and M = 2.
Let d1 = 1, d2 = 2, d3 = 3 and d4 = 4. Let T = 7. We
have that Proposition 3 holds with d̂1 = 2, d̂2 = 3, d̂3 = 4,
d̂4 = 5 and Q1 = {1, 4}, Q2 = {2, 3}. However, for any
choice of disjoint P1, P2 ⊆ {1, 2, 3, 4}, we cannot choose
d̂1, d̂2 such that d̂1 + d̂2 ⩽ 7.

Remark 4: Suppose that a solution, υT , to the feasibility
problem (2) is computed by employing Algorithm 2 (resp.,
Algorithm 3). Notice that for each plant i ∈ {1, 2, . . . , N},

we have at most di-many non-zero control inputs in a
d̂j , j ∈ {1, 2, . . . ,

⌈
N
M

⌉
} (resp., d̂i) duration of time. The

remaining at least d̂j − di (resp., d̂i − di) elements are 0.
By construction of the control logic, υT , non-zero elements
appear for at most M -many plants at any time instant.
Consequently, for a scheduling logic, γT , there exist time
instants τ ∈ {0, 1, . . . , T − 1} such that γT (τ) = ∅, i.e.,
no plant has access to the shared communication network.
This feature is specific to our method of solving (2) used in
Algorithms 2 and 3.

Remark 5: Analysis and design of a sparsest control se-
quence for linear systems (also known as a maximum hands-
off control) has attracted a considerable research attention
in the recent past, see e.g., [16], [15]. Such a sequence(
u(t)

)T−1

t=0
achieves a desired control objective with a mini-

mum number of non-zero elements and can be designed by

minimizing the ℓ0-norm of

 u(0)
...

u(T − 1)

. Our design of a

scheduling and control logic, (γT , υT ), presented in this pa-
per is similar in spirit to maximum hands-off control. Indeed,
instead of minimizing the ℓ0-norm of control sequence for a

specific plant, i.e.,

 ui(0)
...

ui(T − 1)

, we minimize the ℓ0-norm

of the t-th element of the control sequence of each plant,

i.e.,

u1(t)
...

uN (t)

.

Remark 6: A widely used technique to solve a non-convex
optimization problem is to solve its convex relaxation and
find sufficient conditions on the parameters of the opti-
mization problem that ensure that a solution of the original
problem coincides with a solution to the convex relaxation.
We identify the problem of analysis and design of a convex
relaxation of the feasibility problem (2) (á la [15, Theorem
1]) as a topic of further investigation.

IV. NUMERICAL EXPERIMENT

We consider an NCS with number of plants, N = 6 and
capacity of the shared communication network, M = 2. The
plants are a discretised version of a linearized inverted pendu-
lum system presented in [17, Section 4] with sampling time

0.05. We have Ai =

(
1.0123 0.0502
0.4920 1.0123

)
, bi =

(
0.0123
0.4920

)
,

i = 1, 2, . . . , 6. Let the time horizon, T = 10 and the initial

states, ξi =
(
−0.2
0.1

)
, i = 1, 2, . . . , 6.

We note that all the plants are reachable. Thus, condition
C1) holds. Further, condition C2) holds with d̂1 = d̂2 = d̂3 =
3 and P1 = {1, 2}, P2 = {3, 4}, P3 = {5, 6}. We employ
Algorithm 2 and obtain the control logic υT (0) = υT (3) =

υT (6) = υT (9) = 06, υT (1) =

8.2321
8.2321
04

, υT (2) =
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−8.0409
−8.0409

04

, υT (4) =


02

10.0633
10.0633

02

, υT (5) =


02

−9.2317
−9.2317

02

,

υT (7) =

 04
14.1547
14.1547

, υT (8) =

 04
−12.4959
−12.4959

. The cor-

responding scheduling logic, γT , is: γT (0) = γT (3) =
γT (6) = γT (9) = ∅, γT (1) = γT (2) = {1, 2}, γT (4) =
γT (5) = {3, 4}, γT (7) = γT (8) = {5, 6}.

The state trajectory,
(
∥xi(t)∥

)T−1

t=0
, i = 1, 2, . . . , N under

(γT , υT ) is illustrated in Figure 1. It is observed that ξi is
steered to 0di

for all plants i = 1, 2, . . . , N in the NCS.
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Fig. 1.
(
∥x(t)∥

)T−1

t=0
versus t for all plants i = 1, 2, . . . , 6

We next note that condition D1) holds. Further, condition
D2) holds with d̂i = 3, i = 1, 2, . . . , 6 and Q1 = {1, 2, 3},
Q2 = {4, 5, 6}. Notice that we have the exact same scenario
as for conditions C1)-C2) with d̂j = 3, j = 1, 2, 3 and P1 =
Q1, P2 = Q2.

Remark 7: Notice that the non-zero entries of υT in our
example above are of high magnitude. In practice, applicable
range of control inputs may be limited based on inherent
restrictions of components/instruments. We identify incorpo-
rating such constraints as a future direction of our research.

V. CONCLUDING REMARKS

In this paper we presented an algorithm for the design of
scheduling and control logic for NCSs under limited but ideal
communication. Our algorithm involves a feasibility problem
with sparsity constraint (ℓ0-constraint) to compute the control
logic, and the corresponding scheduling logic is designed
using plants with non-zero control inputs. The use of sparse

optimization techniques for the design of scheduling and
control logic under communication limitations and uncer-
tainties is currently under investigation and will be reported
elsewhere.
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