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Abstract— This paper designs an observer–based output
feedback controller for traffic flow with stop–and–go waves
and disturbances in order to dissipate traffic congestion. The
macroscopic traffic flow dynamics in the congestion regime is
described by the linearized Aw–Rascle–Zhang (ARZ) traffic
flow model over a time–varying moving spatial domain, and
according to the Rankine–Hugoniot condition and the char-
acteristic velocities of the ARZ model, a novel propagation
model of the stop–and–go waves is proposed. To stabilize the
traffic state and the stop–and–go waves, and to suppress traffic
disturbances, an observer–based output feedback controller
is designed by using the PDE backstepping method. The
controller utilizes the estimated state of an observer, which
is constructed based on boundary measurements only. The
exponential stability of the closed–loop system in the H1 norm
is proved by the Lyapunov analysis. Finally, the effectiveness of
the controller for stabilizing the traffic state with stop–and–go
waves and disturbances is verified by numerical simulations.

I. INTRODUCTION

Traffic flow may become instable and lead to stop–and–
go waves due to delays in drivers adapting their speed to
traffic conditions. Different traffic states exist on both sides
of the stop–and–go waves, which can result in discontin-
uous traffic speeds and densities at the interface [1]. A
famous experiment in Japan on a circular road demonstrated
that stop–and–go waves could still emerge and propagate
backwards even when drivers tried to avoid them [2]. At
present, studying the stabilization of stop–and–go waves by
uncovering their propagation dynamics has become one of
the most fundamental issues in the field. The goal is to
mitigate congestion and improve traffic efficiency.

Among the extensive studies for traffic congestion mit-
igation, hyperbolic Partial Differential Equations (PDEs)
are commonly used to describe traffic flow systems. The
second–order Aw–Rascle–Zhang (ARZ) model [3] is a non–
equilibrium traffic flow model that describes the changing
rate of vehicle speed. This allows for a more accurate char-
acterization of the formation, propagation, and dissipation
of stop–and–go waves. In [4], an output feedback boundary
controller based on the extended ARZ models was designed
for the two–lane traffic flow. Using the Backstepping method,
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an output feedback control law was developed in [5] in
order to damp out traffic stop–and–go waves in the congested
regime of the linearized two–class ARZ traffic model.

The effectiveness of controller on freeways heavily de-
pends on accurate measurement of the traffic state. As such,
traffic state estimation plays a crucial role in traffic control
and management. [6] constructed an observer–based output
feedback controller for the ARZ model to guarantee the in-
tegral input–to–state stability of the closed–loop system. [7]
developed a distributed consensus–based boundary observer
for freeway traffic flow network based on the linear ARZ
model. [8] developed a boundary observer for estimation of
congested freeway traffic states based on ARZ model.

However, the above studies are all within the fixed spatial
domain. To the best of our knowledge, the investigation of
control and estimation for ARZ traffic flow models based on
time–varying moving spatial domains is limited. A bilateral
boundary predictor feedback controller based on ARZ model
was designed in [9] to stabilize the moving shock waves in
congested traffic. Recently, we proposed a moving boundary
observer based on ARZ model to estimate traffic flow state in
[10]. In this paper, we study the moving boundary observer
and full–state feedback controller design problem for traffic
flow state with stop–and–go waves.

First, the macroscopic traffic flow dynamics in the conges-
tion regime is described by the linearized ARZ model. Based
on the Rankine–Hugoniot condition and the conservative
condition of the ARZ model, the moving dynamics of the
stop–and–go wave as a moving boundary is firstly described
by means of the deviation of characteristic velocities before
and after the shock wave. Moreover, we construct an observer
system from boundary output measurement errors to estimate
traffic state. Then, we employ the PDE backstepping method
to obtain an observer–based output feedback controller. The
exponential stability of the closed–system in the H1 norm
is proved via Lyapunov analysis. Finally, the validity of the
controller is verified by numerical simulations.

This paper is organized as follows. The problem is de-
scribed in Section II. The moving boundary observer is
designed in Section III. The controller is constructed and
the exponential stability of the closed–system is proved in
Section IV. In Section V, numerical simulations are provided.
Some conclusions are presented in Section VI.

Notation: We define ut and ux stand for the partial deriva-
tives of the function u with respect to t and x, respectively.
u(x−, t) and u(x+, t) stand respectively for the left and right
trace, with respect to the variable x, of u at the point (x, t),
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Fig. 1. Traffic flow in a congestion regime on [−l(t), 0].

i.e., u(x−, t) = lim
s→x−

u(s, t), u(u+, t) = lim
s→x+

u(s, t). For

simplicity, u(−l(t)+, t) is represented by u(−l(t), t) in this
paper. H1((−l0, 0);Rn) is the Sobolev space with initial lo-
cation of stop–and–go wave −l0 = −l(t0) at the initial time
t0, and ||u(·, t)||2

H1
((−l0,0);Rn)

=
∫ 0

−l(t)
u2(x, t) + u2x(x, t)dx.

II. PROBLEM FORMULATION

Consider the traffic flow state for a congestion regime on a
stretch of freeway as shown in Fig. 1, where the left boundary
of the congestion regime is movable due to the existence of
a moving stop–and–go wave. And the left side of the stop–
and–go wave is free–flow regime, which has a steady–state
(ρo, vo). The macroscopic traffic flow dynamic in congestion
regime is described by the quasi–linear hyperbolic second–
order ARZ model:

ρt + vρx + ρvx = 0, (1)

vt + (v − ρṗ(ρ))vx =
V (ρ)− v

τ
, (2)

where t ∈ [0,∞), x ∈ [−l(t), 0]. v(x, t) is the average
speed, ρ(x, t) is the vehicle density. −l(t) ∈ C1(0,∞) is the
location of the stop–and–go waves, and −L ≤ −l(t) ≤ 0,
with L being the length of the freeway. In [3], the traffic
pressure term p(ρ) is an increasing function w.r.t the density,
which is given by p(ρ) = vf − V (ρ) = aρ, with a =

vf
ρm

.
V (ρ) = vf (1− ρ

ρm
) is Greenshields speed–density model of

[11], ρm is the maximal density, and vf is the free speed. τ
is the relaxation term related to the driving behavior.

Letting w(x, t) = v(x, t) + aρ(x, t), then the ARZ model
(1)–(2) can be described under the Riemann coordinate as

vt − (w − 2v)vx =
vf − w

τ
, (3)

wt + vwx =
vf − w

τ
, (4)

where the characteristic eigenvalues (also called character-
istic velocities) of the system are denoted by λ1 = v,
λ2 = −(w − 2v).

We assume that system (3)–(4) is strictly hyperbolic, i.e.
λ1 > 0, and λ2 ̸= 0. It is also assumed λ2 < 0, which
indicates that the speed information of traffic flow propagates
from downstream to upstream, and the system lies in the
congestion regime. And it usually leads to the stop–and–go
wave phenomenon.

The propagation velocity of the stop–and–go wave −l̇(t)
is derived based on Rankine–Hugoniot condition (see [12]),
which ensure that the mass of the traffic flow is conserved
at the moving interface. Since the density and flux before
and after the stop–and–go wave are discontinuous, the stop–
and–go wave can move along the freeway. We assume that

there is only one stop–and–go wave presenting in the spatial
domain, and thus we have

−l̇(t) = q(−l(t)−, t)− q(−l(t), t)
ρ(−l(t)−, t)− ρ(−l(t), t)

. (5)

where q(x, t) = ρ(x, t)v(x, t) is the traffic flux.

Proposition 1: The propagation velocity of the stop–and–go
wave is given by

−l̇(t) = 2v(−l(t), t)− w(−l(t), t)
2

+
2vo − wo

2
, (6)

where w(x, t) = v(x, t) + aρ(x, t), wo = vo + aρo.

Proof: Based on the Riemann conservation law of the ARZ
model from [3], w(−l(t), t) = w(−l(t)−, t), q(−l(t)−, t) =
qo, we have

−l̇(t)= qo − q(−l(t), t)
ρo − ρ(−l(t), t)

=
aρ(−l(t), t)(vo − v(−l(t), t))− vo(vo − v(−l(t), t))

v(−l(t), t)− vo

=
λ2(−l(t), t) + vo − aρo

2

=
2v(−l(t), t)− w(−l(t), t)

2
+

2vo − wo

2
. (7)

This concludes the proof of Proposition 1. □

Proposition 1 indicates that the propagation of the stop–
and–go wave is determined only by the second characteristic
velocity λ2 = 2v − w of ARZ model. When −l̇ > 0, the
stop–and–go wave moves downstream, and when −l̇ < 0, it
moves upstream.

In order to alleviate the traffic congestion, regulate traffic
states and the stop–and–go wave, we design the velocity
controller U(t) at the downstream boundary x = 0, thus
we have boundary condition at x = 0

v(0, t) = U(t) + d, (8)

where d ∈ R is actuator input disturbances at the boundary.
To regulate the traffic flow dynamics around the constant

steady–state (v∗, ρ∗) in congestion regime. Define the devia-
tions the state v̄ = v−v∗ and ρ̄ = ρ−ρ∗, with w̄ = w−w∗,
then we have the linearized ARZ model as

v̄t − (ω∗ − 2v∗)v̄x =
vf − ω̄

τ
, (9)

ω̄t + v∗ω̄x =
vf − ω̄

τ
. (10)

Letting −l̄ = −l − (−l∗), with the constant steady–state
−l∗, the propagation velocity of the stop–and–go wave (6)
is rewritten for the linearized ARZ model (9)–(10),

− ˙̄l(t) =
w∗

2v∗
v̄(−l(t), t). (11)

Consider flux conservation law ρ(−l(t), t)v(−l(t), t) =
q(−l(t), t) at the upstream boundary x = −l(t). Then we
have the following boundary condition for system (9)–(10):

v̄(0, t) = U(t)− v∗ + d, (12)

w̄(−l(t), t) = v∗ − aρ∗

v∗
v̄(−l(t), t). (13)
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We define Y (−l(t), t) = v(−l(t), t) as the available
measurement obtained from the real-time sensing. The main
focus of this paper is to design an observer–based feedback
controller for system (9)–(13) by utilizing the boundary mea-
surement Y (−l(t), t) to regulate the traffic flow state and the
stop–and–go wave, and to reject actuator input disturbances.
Hence, we will firstly design a moving boundary observer in
the following section.

III. OBSERVER DESIGN

We employ the backstepping method to design a mov-
ing boundary observer to estimate the system states
v(x, t), w(x, t), by using the available boundary measure-
ments only. The observer is built as a copy of the plant
(9)–(10) with boundary error injections:

v̂t − (w∗ − 2v∗)v̂x =
vf − ŵ

τ
+ Γ1(x, t) (Y (−l(t), t)

−v̂(−l(t), t)) , (14)

ŵt + v∗ŵx =
vf − ŵ

τ
+ Γ2(x, t) (Y (−l(t), t)

−v̂(−l(t), t)) , (15)
v̂(0, t) = U(t)− v∗ + d, (16)

ŵ(−l(t), t) = v∗ − aρ∗

v∗
Y (−l(t), t), (17)

where v̂, ρ̂, ŵ denote the state estimates of v, ρ, w respec-
tively, and Γ1(x, t),Γ2(x, t) are the observer gains.

Recalling (9)–(13) and (14)–(17), denote the observer er-
rors as ṽ(x, t) = v(x, t)−v̂(x, t), w̃(x, t) = w(x, t)−ŵ(x, t),
and then the resulting observer error dynamics are given by

ṽt − (w∗ − 2v∗)ṽx = − w̃
τ
− Γ1(x, t)ṽ(−l(t), t), (18)

w̃t + v∗w̃x = − w̃
τ
− Γ2(x, t)ṽ(−l(t), t), (19)

ṽ(0, t) = 0, (20)
w̃(−l(t), t) = 0. (21)

Using the backstepping method to map the system (18)–
(21) to the target observer error system, whose exponential
stability results can be obtained directly, thus obtaining the
observer gains Γ1(x, t),Γ2(x, t) that guarantee the exponen-
tial stability of the system (18)–(21).

According to [13], apply the backstepping transformation

ṽ(x, t) = α̃(x, t)−
∫ x

−l(t)

ϕ(x, y)α̃(y, t)dy, (22)

w̃(x, t) = β̃(x, t)−
∫ x

−l(t)

ψ(x, y)α̃(y, t)dy, (23)

where kernels ϕ(x, y), ψ(x, y) are to be determined.
The target observer error system is set up as

α̃t − (w∗ − 2v∗)α̃x=−1

τ
β̃+

∫ x

−l(t)

M̃(x, y)β̃(y, t)dy, (24)

β̃t + v∗β̃x =
1

τ
α̃− 1

τ
β̃ +

∫ x

−l(t)

Ñ(x, y)β̃(y, t)dy, (25)

α̃(0, t) = 0, (26)

β̃(−l(t), t) = 0, (27)

where M̃(x, y), Ñ(x, y) are the integral operator kernels.
By replacing the transformation of (22)–(23) with (18) and

inserting (24), through a lengthy computation, we can obtain

ṽt − (w∗ − 2v∗)ṽx +
w̃

τ
+ Γ1(x, t)ṽ(−l(t), t)

=

∫ x

−l(t)

[(w∗ − 2v∗)ϕy(x, y) + (w∗ − 2v∗)ϕx(x, y)

− 1

τ
ψ(x, y)]α̃(y, t)dy +

∫ x

−l(t)

[M̃(x, y) +
1

τ
ϕ(x, y)

−
∫ x

y

ϕ(x, z)M̃(z, y)dz]β̃(y, t)dy+[(w∗−2v∗)ϕ(x,−l(t))

− l̇(t)ϕ(x,−l(t)) + Γ1(x, t)]α̃(−l(t), t). (28)

By replacing the transformation of (22)–(23) with (19) and
inserting (25), through a lengthy computation, we can obtain

w̃t + v∗w̃x +
w̃

τ
+ Γ2(x, t)ṽ(−l(t), t)

=[
1

τ
+(v∗ − w∗)ψ(x, x)]α̃(x, t)+

∫ x

−l(t)

[(w∗−2v∗)ψy(x, y)

− v∗ψx(x, y)−
1

τ
ψ(x, y)]α̃(y, t)dy +

∫ x

−l(t)

[Ñ(x, y)

+
1

τ
ψ(x, y)−

∫ x

y

ψ(x, z)M̃(z, y)dz]β̃(y, t)dy +[Γ2(x, t)

+(w∗−2v∗)ψ(x,−l(t))− l̇(t)ψ(x,−l(t))]α̃(−l(t),t). (29)

To ensure that the right hand sides of equations (28)–
(29) are all equal to zero, the kernels ϕ(x, y), ψ(x, y) should
satisfy

ϕy(x, y) + ϕx(x, y)−
1

τ(w∗ − 2v∗)
ψ(x, y) = 0, (30)

(w∗ − 2v∗)ψy(x, y)− v∗ψx(x, y)−
1

τ
ψ(x, y) = 0, (31)

ϕ(0, y) = 0, (32)

ψ(x, x) =
1

(w∗ − v∗)τ
, (33)

and the integral operator kernels M̃(x, y), Ñ(x, y) should
satisfy

M̃(x, y) = −1

τ
ϕ(x, y) +

∫ x

y

ϕ(x, z)M̃(z, y)dz, (34)

Ñ(x, y) = −1

τ
ψ(x, y) +

∫ x

y

ψ(x, z)M̃(z, y)dz. (35)

Thus, the observer gains Γ1(x, t),Γ2(x, t) can be obtained

Γ1(x, t)=−(w∗ − 2v∗)ϕ(x,−l(t))− l̇(t)ϕ(x,−l(t)), (36)

Γ2(x, t)=−(w∗ − 2v∗)ψ(x,−l(t))− l̇(t)ψ(x,−l(t)). (37)

Lemma 1: The kernel equations (30)–(33) have a unique
continuous solution (ϕ(x, y), ψ(x, y)) in the triangular do-
main D1 = {(x, y)| − l(t) ≤ y ≤ x ≤ 0}.

Proof: The equation set (30)–(33) belongs to a general class
of kernel equations in the same form, whose well–posedness
is proved in [14] and [15]. Thus Lemma 1 can be proved
with details omitted in this paper. □
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Due to the invertibility of the transformation in (22)–
(23), the stability of the target observer error system
(α̃(x, t), β̃(x, t)) and the stability of the observer error
system (ṽ(x, t), w̃(x, t)) are equivalent. Next, we apply
Lyapunov analysis to prove the exponential stability of the
observer error dynamics (18)–(21) by equivalently consider-
ing the stability of system (36)–(37).

Theorem 1: Considering the observer error system (18)–
(21) with observer gains (36)–(37) for initial observer error
states (ṽ(x, t0), w̃(x, t0)) ∈ H1((−l0, 0);R), the observer
error is uniformly exponentially stable.

Proof: Firstly, we establish the stability proof for the target
observer error system (24)–(27) w.r.t. (α̃(x, t), β̃(x, t)) with
the same structure as the exponentially stable target system
in [13]. Therefore, the target observer error system would
be exponentially stable. The Lyapunov function V1 for the
system (24)–(27) is defined as V1 : H1((−l(t), 0),R2) → R,

V1(t) =
d2
2

∫ 0

−l(t)

eδ2xα̃2
x(x, t)dx+

c2
2

∫ 0

−l(t)

e−δ2xβ̃2
x(x, t)dx

+
d1
2

∫ 0

−l(t)

eδ1xα̃2(x,t)dx+
c1
2

∫ 0

−l(t)

e−δ1xβ̃2(x,t)dx (38)

where positive parameters ci, di, δi, i=1,2 are to be chosen.
Define Ω1(t) = ||α̃(x,t)||2H1((−l0,0);R) +

||β̃(x,t)||2H1((−l0,0);R), and there exist two positive constants
θ1, θ2 such that θ1Ω1(t) ≤ V1(t) ≤ θ2Ω1(t). Taking the
derivative of V1(t) along (24)–(27), and considering the
propagation velocity of the stop–and–go wave −l̇(t) is
bounded, i.e. | − l̇(t)| < min{|v∗|, |w∗ − 2v∗|}, then using
Young’s inequality and Cauchy–Schwarz inequality, and
through a lengthy calculation, we have

V̇1(t) ≤ −(c1δ1ξ2 + c1ξ2 + d1ξ2 − c1ξ1 −
c1
δ1
ξ1 −

d1
δ1
ξ2

− d2ξ1 −
d2
δ2
ξ1 + d2ξ2 −

c2
δ2
ξ1 − c2ξ1)

∫ 0

−l(t)

β̃2(x, t)dx

− (d1δ1ξ4 + d1ξ4 − c1ξ3 − d1ξ3)

∫ 0

−l(t)

α̃2(x, t)dx− (c2ξ4

+c2δ2ξ4 + d2ξ4 − c2ξ3 )

∫ 0

−l(t)

β̃2
x(x, t)dx− (d2ξ4 − d2ξ3

+d2δ2ξ4)

∫ 0

−l(t)

α̃2
x(x, t)dx−

(
d2(w

∗ − 2v∗)

2
− d2

2
l̇(t)

−c2ξ3) α̃2
x(−l(t), t)− (c1ξ4 − d2ξ3)β̃

2(0, t)− c2v
∗

2
β̃2
x(0, t)

− d1
2
e−δL

(
w∗ − 2v∗ − l̇(t)

)
α̃2(−l(t), t), (39)

where κi, i = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 are positive constants,

ξ1 = max

{
eδ1L

2τκ1
,
N̄κ2e

δ1L

2
,
N̄(eδ1L − 1)

2κ2
,
eδ1Lκ1
2τ

,
M̄

2κ5
,

M̄2

2(w∗ − 2v∗)
,
M̄x

2κ6
(1− e−δ2L),

N̄x

2κ9
(eδ2L − 1),

N̄

2κ10
eδ2L

}
,

(40)

ξ2 = min

{
v∗

2
,
M̄

2τκ3
(1−e−δ1L),

e−δ1L

2τκ1
,

M̄2

2κ7(w∗−2v∗)

}
,

(41)

ξ3 = max

{
κ1
2τ
eδ1L,

M̄κ2
2

,
κ8
2τ
eδ2L,

N̄xκ9
2

eδ2L,
N̄κ10
2

eδ2L,

κ5M̄

2
,
κ6M̄x

2
,
eδ2L

2κ8τ
,

1− κ7
2(w∗ − 2v∗)

}
, (42)

ξ4 = min

{
w∗ − 2v∗

2
e−δ1L,

κ1
2τ
e−δ1L,

v∗

2
,
1

τ
,
e−δ2L

2τκ4
,

w∗ − 2v∗

2
e−δ2L,

κ4
2τ
e−δ2L

}
, (43)

N̄= max
−L≤y≤x≤0

{|Ñ(x, y)|}, N̄x= max
−L≤y≤x≤0

{|Ñx(x, y)|}, (44)

M̄= max
−L≤y≤x≤0

{|M̃(x, y)|},M̄x=max
−L≤y≤x≤0

{|M̃x(x, y)|}. (45)

Choosing parameters c1, d1, c2, d2, δ1δ2 to satisfy

η1 =c1δ1ξ2 + c1ξ2 + d1ξ2 − c1ξ1 −
c1
δ1
ξ1 −

d1
δ1
ξ2 (46)

− d2ξ1 −
d2
δ2
ξ1 + d2ξ2 −

c2
δ2
ξ1 − c2ξ1 > 0, (47)

η2 =d1δ1ξ4 + d1ξ4 − c1ξ3 − d1ξ3 > 0, (48)
η3 =c2δ2ξ4 + c2ξ4 + d2ξ4 − c2ξ3 > 0, (49)
η4 =d2δ2ξ4 + d2ξ4 − d2ξ3 > 0, (50)

η5 =
d2(w

∗ − 2v∗)

2
− d2

2
l̇(t)− c2ξ3 > 0, (51)

η6 =c1ξ4 − d2ξ3 > 0. (52)

Then, let σ1 = min{η1, η2, η3, η4, }, we thus obtain

V̇ (t) ≤ −σ1V (t)− η6β̃
2(0, t)− d1e

−δ1L

2
(w∗ − 2v∗

−l̇(t)
)
α̃2(−l(t), t)− η5α̃

2
x(−l(t), t)−

c2v
∗

2
β̃2
x(0, t)

≤ −σ1V (t). (53)

Therefore, we obtain the exponential stability of the tar-
get observer error system (α̃(x, t), β̃(x, t)) in the sense of
Ω1(t). Due to the invertibility of the transformations (22)–
(23), the exponential stability of the observer error system
(ṽ(x, t), w̃(x, t)) is proved. □

IV. OUTPUT FEEDBACK CONTROLLER DESIGN

In this section, we design output feedback control con-
troller U(t) by using the states recovered from the observer
(14)–(17) via the backstepping method.

According to [16], using the backstepping transformation

α(x, t) =v̂(x, t)−
∫ x

−l(t)

ϕ̄(x, y)v̂(y, t)dy

−
∫ x

−l(t)

ψ̄(x, y)ŵ(y, t)dy − γ̄(x)(−l̂(t)), (54)

β(x, t) =ŵ(x, t). (55)

We would like to convert the observer system (14)–(17)
to the following target system (α(x, t), β(x, t)):

αt = (w∗ − 2v∗)αx − 1

2τ
β − J(x, t)ṽ(−l(t), t), (56)
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βt = −v∗βx − 1

τ
α− 1

τ
β + Γ2(x, t)ṽ(−l(t), t)

+
1

τ

∫ x

−l(t)

ψ̆(x, y)β(y, t)dy +
1

τ
γ̆(x)(−l̂(t))

+
1

τ

∫ x

−l(t)

ϕ̆(x, y)α(y, t)dy, (57)

− ˙̂
l(t) = A(−l̂(t)) + w∗

2v∗
α(−l(t), t), (58)

α(0, t) = ki

∫ t

0

β(0, s)− α(0, s)ds+ d, (59)

β(−l(t), t) = 0, (60)

where J(x, t) =
∫ x

−l(t)
[ϕ̄(x, y)Γ1(y, t) + ψ̄(x, y)Γ2(y, t)]dy−

Γ1(x, t), A is Hurwitz constant coefficient, ki ∈ R is an
integral tuning parameter. ϕ̆(x, y), ψ̆(x, y), γ̆(x) are kernels
of the inverse transformations

v̂(x, t) =α(x, t)−
∫ x

−l(t)

ϕ̆(x, y)α(y, t)dy

−
∫ x

−l(t)

ψ̆(x, y)β(y, t)dy − γ̆(x)(−l̂(t)), (61)

ŵ(x, t) =β(x, t). (62)

Substituting the transformations (54)–(55) into (56), there-
for the kernels ϕ̄(x, y), ψ̄(x, y), γ̄(x) in D2 = {(x, y)| −
l(t) ≤ y ≤ x ≤ 0} should satisfy

(w∗−2v∗)ψ̄x(x, y)+v
∗ψ̄y(x, y)+

1

τ
(ϕ̄(x, y)+ψ̄(x, y))=0,

(63)
(w∗ − 2v∗)ϕ̄x(x, y) + (w∗ − 2v∗)ϕ̄y(x, y) = 0, (64)

ψ̄(x, x) =
1

2τ(w∗ − 3v∗)
, (65)

(w∗−2v∗)(ϕ̄(x,−l(t))−(1 +
w∗

2v∗2
ṽ(−l(t), t))ψ̄(x,−l(t)))

− w∗

2v∗
γ̄(x) + (−l̂(t))( w

∗

2v∗
γ̄(−l(t))−A)(−ϕ̄(x,−l(t))

+
w∗ − 2v∗

v∗
ψ̄(x,−l(t))) = 0, (66)

ϕ̄(x,−l(t))− w∗ − 2v∗

v∗
ψ̄(x,−l(t) = 0, (67)

w∗

2v∗2
(−l̂(t))γ̄(−l(t))− 1

v∗
(−l̂(t))A− 1 = 0, (68)

(w∗ − 2v∗) ˙̄γ(x) + (
w∗

2v∗
γ̄(−l(t))−A)γ̄(x) = 0, (69)

Lemma 2: The kernel equations (63)–(69) have a unique
continuous solution (ϕ̄(x, y), ψ̄(x, y), γ̄(x)) in the triangular
domain D2 = {(x, y)| − l(t) ≤ y ≤ x ≤ 0}.

Proof: The kernel equations (63)-(69) have the same form
as the kernel equations in [17]. Because the well–posedness
has been proved in [17], Lemma 2 can be proved with details
omitted in this paper. □

Considering the boundary condition (59) in the target
system, the boundary condition (16) in the observer, and the
transformation (54), we derive the controller as:

U(t) = v∗ + ki

∫ t

0

(ŵ(0, s)− v̂(0, s))ds+ γ̄(0)(−l̂(t))

+

∫ 0

−l(t)

ϕ̄(0, y)v̂(y, t)dy +

∫ 0

−l(t)

ψ̄(0, y)ŵ(y, t)dy

+ ki

∫ t

0

γ̄(0)(−l̂(s))ds+ki
∫ t

0

∫ 0

−l(t)

ϕ̄(0, y)v̂(y, s)dyds

+ ki

∫ t

0

∫ 0

−l(t)

ψ̄(0, y)ŵ(y, s)dyds. (70)

Theorem 2: If initial values (v̂(x, t0), ŵ(x, t0)) ∈
H1((−l0, 0);R) and l0 ∈ (−L, 0), the observer system
(14)–(17) under the controller (70) is exponentially stable.

Proof: We establish the stability proof of the target system
(α(x, t), β(x, t)) (56)–(60) via Lyapunov method. Due to the
invertibility of the backstepping transformation (54)–(55),
the stability of the target system is equivalent to that of the
observer system (v̂(x, t), ŵ(x, t)) (14)–(17). The Lyapunov
function V2 : H1((−l(t), 0),R2) → R for the system (56)–
(60) is defined as
V2(t) = (−l̂(t))⊤P1(−l̂(t)) + α(0, t)⊤P2α(0, t)

+
d2
2

∫ 0

−l(t)

eδ3xα2(x, t)dx+
c2
2

∫ 0

−l(t)

e−δ3xβ2(x, t)dx

+
d4
2

∫ 0

−l(t)

eδ4xα2
x(x, t)dx+

c4
2

∫ 0

−l(t)

e−δ4xβ2
x(x, t)dx, (71)

where the scalar P1 = P⊤
1 > 0 is the solution to the

Lyapunov equation P1A+A⊤P1 = −Q1, for Q1 = Q⊤
1 > 0,

and the positive parameters P2, d2, c2, δ2 are to be chosen
later. Defining Ω2(t) = ||α||2H1((−l0,0);R)+||β||2H1((−l0,0);R)+

|(−l̂(t))|2, there exist two positive constants θ3, θ4 holding
θ3Ω2(t) ≤ V2(t) ≤ θ4Ω2(t). Analogous to the proof of
Theorem 1, taking the derivative of V2(t) along (56)–(60),
using Young’s inequality and Cauchy–Schwarz inequality,
we obtain that V̇2(t) is negative, the details of which are
omitted in this paper. Therefore, we obtain the exponential
stability result in the sense of Ω2(t). Due to the invertibility
of the transformations (54)–(55), the exponential stability of
the observer system (v̂(x, t), ŵ(x, t)) is proved. □

Theorem 3: Considering the plant (9)–(13), with the ob-
server (14)–(17), and the controller (70), for any initial
values (v̄(x, t0), w̄(x, t0), v̂(x, t0), ŵ(x, t0)) ∈ L2(−L0, 0),
l0 ∈ (−L, 0), the closed–loop system is uniformly exponen-
tially stable.

Proof: Recalling the exponential stability result in the sense
of ||v̂(·, t)||2H1((−l0,0);R) + ||ŵ(·, t)||2H1((−l0,0);R) + | − l̂(t)|2
proved in Theorem 2, and the exponential stability result in
the sense of ||ṽ(·, t)||2H1((−l0,0);R) + ||w̃(·, t)||2H1((−l0,0);R)
proved in Theorem 1, we obtain the exponential sta-
bility result in the sense of ||v̄(·, t)||2H1((−l0,0);R) +

||w̄(·, t)||2H1((−l0,0);R) + | − l̂(t)|2. The proof of Theorem
3 is completed. □

V. SIMULATION

The numerical simulation is performed by the finite-
difference method for the discretization in time and space
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TABLE I
TRAFFIC PARAMETERS AND STEADY–STATES IN THE SIMULATION.

Parameters Values Unit
L 2 km
l0 1.5 km
ρ∗ 100 veh/km
v∗ 45 km/hr
ρm 160 veh/km
vf 120 km/hr
a 0.75 km2/veh/hr
τ 60 s

after converting the time–varying domain PDE to a fixed
domain PDE via introducing ς = x

l(t) . The solutions of
the kernel equations (30)–(33) and (63)–(69), which are
coupled linear hyperbolic PDEs, are also solved by the finite–
difference method.

The steady–states and some traffic parameters of the road
are shown in Table I. The parameters chosen here are
ki = 20, and the initial conditions are given as v̄(ς, 0) =
−7.5 cos(8.5πς), ρ̄(ς, 0) = −5.0 sin(1.14πς). To compute
the numerical solutions of system (v̄(x, t), w̄(x, t)) (9)–(13)
and system (v̂(x, t), ŵ(x, t)) (14)–(17), we discretize them
by using the two–step variant of Lax–Wendroff method.

Fig. 2 show the evolution of −l(t),−l̇(t) with two differ-
ent disturbances d = 1.5 km/hr and 5.0 km/hr, respectively.
Figs. 3 and Fig. 4 show the evolution of (v̄, ρ̄), (v̂, ρ̂)
with disturbances d = 1.5 km/hr in congestion regime,
respectively. The highlighted blue and red lines represent
the initial values and the evolution of boundary, respectively.
It is observed that, after around 0.3 hour, all of them
asymptotically converge to zero using the designed controller
U(t), as expected from Theorem 3.

0 0.1 0.2 0.3 0.4
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-1

-0.9

-0.8

0 0.1 0.2 0.3 0.4
-20

-10

0

10

Fig. 2. The evolution of −l(t) and −l̇(t).

Fig. 3. The evolution of v and ρ.

VI. CONCLUSION

In this paper, we consider the stabilization problem of
traffic flow state with stop–and–go waves and unknown

Fig. 4. The evolution of observer v̂ and ρ̂.

perturbation over a time–varying moving spatial domain
in the congestion regime. Based on the ARZ traffic flow
model, a novel propagation model of stop–and–go waves
is established. Using the PDE backstepping method, we
construct an observer–based output feedback controller. The
exponential stability is proved via Lyapunov analysis. Our
future work would be developing adaptive controllers for the
ARZ model in the moving spatial domain.
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