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Uncertainty-Aware Decision-Making and Planning
for Autonomous Forced Merging
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Abstract—In this paper, we develop an uncertainty-aware
decision-making and motion-planning method for an au-
tonomous ego vehicle in forced merging scenarios, considering
the motion uncertainty of surrounding vehicles. The method
dynamically captures the uncertainty of surrounding vehicles
by online estimation of their acceleration bounds, enabling a
reactive but rapid understanding of the uncertainty character-
istics of the surrounding vehicles. By leveraging these estimated
bounds, a non-conservative forward occupancy of surrounding
vehicles is predicted over a horizon, which is incorporated
in both the decision-making process and the motion-planning
strategy, to enhance the resilience and safety of the planned
reference trajectory. The method successfully fulfills the tasks
in challenging forced merging scenarios, and the properties are
illustrated by comparison with several alternative approaches.

I. INTRODUCTION

Motion planning in autonomous driving techniques has
demonstrated high potential for saving lives in critical situa-
tions [1]. However, the motion uncertainties of dynamic ob-
stacles introduce challenges to the safety in motion-planning
problems. Among various uncertain scenarios, forced merg-
ing on highways presents notable difficulties, as it demands
that the autonomous ego vehicle (EV) performs a safety-
critical maneuver within a constrained timeframe and space
in the presence of dynamic surrounding vehicles (SVs) [2].

The forced merging scenario is shown in Fig. 1, where the
mission of the EV is to merge into lane 2 before reaching
Da ter Without any collision with SVs and the road boundary,
or safely stop in lane 1 before p; ¢or [3]. The EV needs to first
predict the longitudinal progress of the SVs over a horizon
and then decide to merge to the target lane or to brake
in the current lane. Following the decision, the EV plans
a collision-free reference trajectory for merging or braking.
The major difficulty in this process is that the motion of
the SVs is uncertain, which directly affects the robustness of
decision-making and motion planning. One straightforward
approach to handling the problem is to consider the worst-
case uncertainties of SVs. This method, although reserving
sufficient safety margin between the EV and SVs, may result
in overly conservative or even infeasible problems [4].

This paper develops an uncertainty-aware decision-making
and motion-planning strategy by dynamically estimating the
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Fig. 1. The forced merging scenario on the highway. Lane 1 is the current
lane of the EV, and lane 2 is the target lane, pa ter is the longitudinal
terminal position of lane 1, and wiane is the lane width. Note that more
surrounding vehicles can be involved in the scenario.

Wlane

acceleration bounds of each SV. With the estimated accel-
eration bounds, the forward occupancy of the SVs over the
prediction horizon is computed to make a resilient decision
at every time step. Following the decision and the SVs’
occupancy, the reference trajectory for the EV is calculated
in a receding horizon manner by model predictive control
(MPC) [5] to fit variations in dynamic traffic environments.
The main contributions of this paper are as follows. (i)
The method is aware of the environmental uncertainties using
online estimation of the acceleration bounds of the SVs, such
that it dynamically captures the uncertainties of SVs without
inferring their intentions. (ii) The method achieves twofold
resilient planning in forced merging scenarios by integrating
the predicted SVs’ occupancy in both the decision-making
algorithm, which computes a safe reference state at every
time step, and the motion-planning strategy, which plans
a safe trajectory by tracking the reference state. (iii) The
effectiveness of the method is verified in comparison with
alternative approaches in simulations with the SVs simulated
based on a recorded traffic dataset from the real world.

A. Related Work

A wide range of approaches for uncertainty-aware motion
planning has been explored, focusing primarily on predicting
the uncertain intentions of SVs or the occupancy of SVs
over a given horizon. This review will cover related work
on these two methodological categories in the context of
merging scenarios. These methods are also applicable to
other highway driving situations with certain adaptations.

Intention-Prediction Based Planning: This type of
method characterizes the SVs’ uncertainties as finite multi-
modal intentions, inferred based on factors like interactions
with the traffic environment. The control policy for the EV
is optimized corresponding to the multi-modal uncertainty
predictions. As the EV’s policies can represent different
maneuvers, such as lane changing, stopping, or re-entry, the
optimization simultaneously facilitates decision-making and
trajectory planning. For example, [3] proposed a Leader-
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Follower Game to predict the intentions of the SVs, which
were assumed to perform cooperative behaviors with the EV
in the merging scenario, and then a stochastic MPC was
designed for the EV to find the best policy by optimizing
over finite motion primitives. In [6], the probabilities of
SVs’ intentions were predicted by a classifier trained by a
traffic dataset, then the decision-making and motion planning
were achieved by integrating a partially observable Markov
decision process with a scenario MPC. In [7], a branch MPC
was designed for uncertainty-aware motion planning of an
EV, where the uncertain maneuvers of an SV were described
by finite policies with known distributions. Similar methods
were investigated in [8] and [9] that identified the distribu-
tions of policies of an SV, which was assumed to adhere to
safety considerations, in real-time. The prediction was then
utilized to construct an MPC-based planner for merging. In
[2], the joint decision-making and motion planning was made
by expanding a scenario tree for the EV, while the SVs were
assumed to drive with adversarial intentions to the EV.

Occupancy-Prediction Based Planning: This kind of
method computes either an occupancy that covers all reach-
able positions of each SV, or a subset of the full occu-
pancy area with a reduction of conservativeness. For in-
stance, [10] and [11] predicted the SV’s occupancy in the
merging scenario using the Kalman filter and the extended
Kalman filter, respectively, by approximating uncertainties
with a normal distribution, to design a motion planner.
In [12], by assuming that the uncertainties of SVs were
subject to a Gaussian distribution, the SVs were predicted
with multi-modal uncertainties to design a safety-guaranteed
stochastic MPC planner. In [4], a risk-bounded reachability-
based planning strategy was proposed for both merging and
intersection scenarios, where the SVs were predicted based
on an assumed tractable probability density function. In [13],
the motion of SVs in the cut-in scenario was predicted by
a trained Gaussian process model, and the uncertainty was
propagated by an extended Kalman filter for the subsequent
design of an MPC-based planner. The most closely related
work to the proposed method is in [14], which estimated the
control set for obstacles by solving a linear programming
problem. This differs from this paper in two major technical
aspects. Firstly, instead of solving an optimization problem
to learn the control set in [14], this paper can analytically
estimate the control set of SVs in the forced merging.
Secondly, compared with executing a predefined decision
of the EV in [14], this research integrates the uncertainty
prediction of SVs into both the decision-making and the
motion-planning strategies to enhance the resilience of the
motion-planning method.

II. NOTATIONS AND PROBLEM STATEMENT

This section introduces the general notations of the paper,
then presents the motion models of EV and SVs in Fig. 1,
and finally states the specific research problems to be solved.

1) Notations: R"™ is the n-dimensional real number vector
space, R”} is the n-dimensional non-negative vector space,
and N7} is the n-dimensional positive integer vector space.

I™ indicates an n x n identity matrix. For two sets A
and B, A B ={z+y|xeAyeB} Foraset T C
R"e*"  the set projection is defined as A = Proj, (") =
{a € R" :3b € R™,(a,b) € I'}. An interval of integers is
denoted by I = {a,a + 1,--- ,b}. A matrix of appropriate
dimension with all elements equal to O is denoted by 0. The
current time step is indicated by ¢, and the prediction of a
variable x at time step ¢t + ¢ over the prediction horizon is
represented as ;.

2) Modeling of Vehicles: In the merging scenario, the EV
is modeled by a single-track kinematic model [15] as

i) = (o0 (o0 o)) aw
- € € cey ,Ue(sc e € lb
(@”Uaa‘)_<lf+lr7a7n)7 ()
where (pg, p;) is the coordinate of the center of geometry in
the ground coordinate system. The variable (¢ is the inertial
yaw angle, v°, a®, and n° mean the longitudinal speed,
acceleration, and jerk in the vehicle frame, respectively, §¢
is the front wheel angle, and Iy and [, are the distances
from the center of geometry to the front axle and rear
axle, respectively. The model (1) is linear in ¢, §°, as
they are assumed small during the merging process. This
approximation is beneficial for computational efficiency. The
discrete-time form of the model (1) is

ripy = [, uf), 2

where x§ = [pS, pS, ©f vf af]’ is the state, and uf =
[6¢ n¢] T is the control. Eq. (2) is obtained by a fourth-order
Runge-Kutta method with the fixed step-length 7.

The SVs in Fig. 1 have no lateral motion since they keep
in lane 2, while the longitudinal accelerations are uncertain.
Denote by s € S the index of the SV, where S is the index
set of the SVs. In this case, the motion of the center of
geometry of SV s can be modeled by a linear model as

rip1 = ACwg + Bag 3)

2
where A° = (1) ﬂ and B® = LTT/2 are system matrices,
and T is the sampling interval. The state vector x; =

[p5, v, contains the longitudinal position and velocity
of SV s at time step ¢ in the ground coordinate system.
The variable aj , means the longitudinal acceleration (control
input) of the SV at time step ¢ in the ground coordinate
system. Note that aj , is the same as the acceleration of the
SV in the vehicle frame in Fig. 1. The control input of the
SV is unknown yet bounded, and the worst-case acceleration
set covering all possible control actions of the SV s can be
represented as [16]

U* = {a: —pg < a < pg}, €y

where p is the road-friction coefficient, and g is the constant
of acceleration.
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A. Research Problems

Given a prediction horizon from the current time step t,
the control inputs of model (3) of the SVs are uncertain over
the horizon. However, considering the worst-case set U° of
the SVs can be overly conservative for the EV’s planning.
Therefore, a resilient decision-making and motion-planning
strategy depends on real-time estimation of the acceleration
bounds of SVs to pursue robustness and efficiency. Following
this idea, the research problems can be specified as three
subproblems to be solved. (i) Estimate the acceleration bound
of model (3) of each SV using online data. (ii) Predict the
forward occupancy of the SVs based on model (3) using the
estimated acceleration bounds. (iii) Design the uncertainty-
aware decision-making and motion-planning strategy for the
EV model (2) based on the predicted occupancy of SVs. The
first two subproblems are addressed in Section III, and the
last subproblem is solved in Section IV.

IIT. UNCERTAINTY PREDICTIONS

This section introduces the methods for estimating the
acceleration bounds of SVs and predicting the forward
occupancy of the SVs based on the SVs’ model (3).

A. Estimating Acceleration Bounds of Surrounding Vehicles

The accelerations of the SVs are affected by many factors
like the traffic environment, the tire—road interactions, the
driver’s preference, etc., which make the acceleration bounds
rather complex to predict. Considering that the behaviors of
a system can be reflected through historical data [17], [18],
this paper proposes an efficient way to infer the bound based
on an information set containing observed accelerations of
the SVs until the current time step ¢. The information set for
the SV s at time step ¢ is defined as

I ={al, kelf '} C U (5)

Based on the set Z/, the estimated acceleration set @8 of
the SV s at the initial time step ¢ = 0 can be represented as

U = {a e < g < a;;g‘ax} : ©6)

where a’ ‘5““ = min{Z§} and a)’)** = max{Z§}. The ini-
tial information set Z; can be constructed as a non-empty set
containing selected elements or the observed accelerations of
the SV s before time step 0. Then, for ¢ € N, the bounds

s, min

ay " and @)} are recursively updated as
s,min __ _ . s,min s
awlt - mln{aaz:t—l’ az,tfl ) (73-)
S,max __ S, max S
z:t - max{aac:tfl ’ a’x,tfl ) (7b)

where a3 ,_, is the observed acceleration of SV s at time
step ¢ — 1. The bounds a}}"™ and a}"™* construct the
estimated acceleration set of the SV, which is represented
as Uf , in the form of (6). The set US is then used to predict
the forward occupancy of the SV in Section III-B. Note that
the formulation (7) can rapidly capture the change of driving
behaviors of SVs when a control signal that represents the

change of driving style of the SV is observed. In addition,
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Fig. 2. The predicted reachable set and occupancy of the SV.

since ay , is one dimensional, (7) is more efficient than the
approach in [14] that estimates the control set of the obstacles
by solving a scenario-optimization problem.

B. Predicting the Forward Occupancy

The forward occupancy of SV s, denoted by O o defines
a region that might be occupied by the agent at time step £+
in the prediction horizon. The occupancy (’5‘;‘ , is calculated
through forward reachability analysis as [19]

Oisl = Proj,osition (7%;9“) @ 0y, (8a)
zlt (A R 1|t@B Ut)ﬂXSH (8b)
Ko 0O <o Lo} 0

where A°, B® are defined in (3), X® is the state admissible set
of system (3), and v,qn, is the upper bound of the admissible
speed of the SVs. The set 7%‘;' , 1s the reachable set of the
full state of the SV predicted at time step ¢ + ¢ in the
prediction horizon. The forward reachability prediction is
initiated with Ro\ , = {7}, where z} is the measured state

of the SV s at time step ¢. The operation Projposition(ﬁ’,f‘t)
means projecting the set of positions from the full reachable
set. The occupancy of the SV at the current time step ¢ is

Of - {*T - [lvch/2 rwvch/Q]T S x S [lvch/2 wvch/2]T} 5

where lyen and wye, mean the vehicle length and width,
respectively, which are assumed equal for the EV and SVs.

Replacing @f by U?, which is defined in (4), in (8b) yields
the full reachable set RS The difference between ﬁfl , and
RS it is shown in Fig. 2. It is seen that R , SR o such that
it can reduce the conservativeness in the decision-making
and motion-planning strategy as detailed in Section IV.

IV. UNCERTAINTY-AWARE DECISION-MAKING AND
MOTION PLANNING FOR THE EGO VEHICLE

Following the forward occupancy (’A)f‘ , predicted in (8),
this section introduces the uncertainty-aware decision-
making and motion-planning strategy for the EV in the
forced merging scenario in the presence of uncertain SVs.

A. Decision-Making Strategy

In the scenario shown in Fig. 1, the decision-making
strategy computes the reference state for the EV at every

time step t. The reference state is defined as [vi] 2],
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Algorithm I: Computing reference velocities of the EV

IHPUt: U;,t’ p;,b p;,ti p;,ty O:\t’ VS S {0, 1}’
i=1,...,N
Output: v;';: Reference velocity of maneuver m.

PPy = 7% Da,ijt = Paters Uﬂ\v/,?l = argmin {QP}.
R AR
3 p,, = min {1: | Jy, (z,y) € @f\t}'
4 if p; , < p5 . then
5 let p it ﬁgz‘\tv Dy ijt = +00,
6 | wvyi® =argmin{QP}.
7 else if p,. , < pg, ¢ < pi,: then
let Py =7 jilts Paije =P Sl
9 if min (P, ;) TPk } < 2d,7;, then
10 L U;/,tz =0
11 else
12 L ’UVT2 = argmin {QP}.
13 else
4 | letp . =—00, Dy = Ei,m’
5| U;I?Q = argmin {QP}

containing the terminal reference velocity and the lateral
reference position. They are computed following three steps.

Step 1: Define the maneuver set of the EV.

The maneuver set of the EV, denoted by M€, includes the
candidate maneuvers for the EV. Since the road in Fig. 1 has
two lanes for the forced merging scenario, the set is designed
as M® = {VT1, VTI2}, where VT1 and VT2 mean velocity-
tracking maneuver on lane 1 and lane 2, respectively. The
velocity-tracking mode tracks a reference velocity in the
current lane, which is calculated in Step 2 (the velocity-
tracking model is defined in (9d)).

Step 2: Compute the reference of each maneuver. The
lateral reference position and longitudinal reference velocity
for maneuver m € M¢* at time step ¢ are denoted as py’;
and v;";, respectively. The lateral reference position is the
center of the target lane, i.e., for m = VTI, p’” = 0.5Wiane,
and for m = VT2, p’ 7t = 1.5Wiane, Where wiane 1s the lane
width. The safe longitudinal reference velocity is computed
by Algorithm 1. In Algorithm I, v§ ,, (pS ;. p% ;). Py and
pL  denote the longitudinal velocity of the EV, the coordinate
of the geometric center of the EV, and the longitudinal
geometric center of SVO and SVI (see Fig. 1) at time
step t in the ground coordinate system, respectively. The
parameterized quadratic-programming (QP) problem at lines
1, 6, 12, and 15 in Algorithm I is defined as [5] and [20]

miliiéglize [|vs it~ oret| |2 (92)
subject to [p:i,m v;m]—r = Hzflt, (9b)
P ™ donin < P5ite < Posift — dpns (90
26, = B2y, + BOKC2, (9d)

where ¢+ = 1,...,N, and N is the prediction horizon in

the motion prediction. The cost function (9a) minimizes the
deviation between vref the target velocity, and U:c1| ;» the
predicted longitudinal velocity of the EV at time step ¢+ in
the ground coordinate system. In (9b), pj it is the predicted
longitudinal position of the EV at time step ¢ +¢. The matrix
H selects the elements pi,m and vfm‘t from the full state
20 = D5 a0 V5 a0 @ity Paje Vs @5 a] | Which contains
the measured longitudinal position, velocity, acceleration,
and lateral position, velocity, acceleration of the EV in the
ground coordinate system at time step ¢ 4 ¢. In (9c), the
parameters p il and p, ;, are lower and upper bounds on
the EV’s 10ng1tud1na1 position, respectively. The parameter
d® is defined as d¥ = duin + lven, Where dpiy is the
minimum safety distance. Constraint (9d) defines the model
for predicting the state zfl , by a point-mass linear state-
feedback model [21], with the matrices defined as:

d° = (Ae _ BeKe)’

- 1 T T?)2
A° = %ﬂ” j],Ax_Ay_ 01 T

L 4 0 0 1

- 0 T3/6
pe— |Be 0},3% 72/2| B, = |T2/2

|0 B, 7 7
ge= o O] K e B, Kiy € B

- I 0 K]Zt 9 lon 9 lat .

The reference state in (9d) is 2 = [0 v 0 p;Cf 00"
where v*¢! is the optimization variable in (9), pl“ef = 0.5Wane
at line 1 in Algorithm I, and p;ef = 1.5Wjane at lme 6, line 12,
and line 15 in Algorithm I.

Step 3: Decide the EV’s optimal maneuver at time step ¢.

The cost of maneuver m with v, and py’; is [5]

ill,)+

2
e m e T
v — ”z,th +|ph.. _py,tle ,

e,m
x,i|t

e

W y,l‘t

where W, W,, W,, and W, are weights. The cost is used
to decide the reference maneuver of the EV at time step ¢,
which is denoted by mg, and is chosen as

LI }

ZqEME 1/ V Jlg
The references

associated with maneuver my are
[vief pief]. They are called moving targets because they are
updated at every time step to enhance the collision-avoidance
ability compared with tracking a constant reference [20].

my = argmax P(m)‘P(m) =
meMe

B. Motion-Planning Strategy

The motion planner by MPC is designed to track the
reference [v ;eﬁ y;ei] subject to collision-avoidance constraints

with SVs, and the differential constraints of the EV model.
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The MPC optimization problem at time step ¢ is

NP

minimize > (1105113, + 1E_ 113, ) + 1B o1,
i—1[t7 e i—1

(11a)

subject to  xf, = f(@7_1jp ui_1p1), (11b)

T

7S [Uf\t az¢|t 65—1\1&} <U, (11¢)

pf|t €D, (11d)

(Hfltpflt - h‘is|t)—r)‘z$ 2 dmin, (11e)

1) ANl < 1, (11D

N ERY, s€S, (11g)

where i = 1,..., N, and N, is the prediction horizon in the

ref e

MPC problem. The vector Ey,|; = [pze;,Nplt — P U
v;eg] describes the terminal deviation. The weighting ma-
trices of the loss function are denoted by Q1,...,Qs, and
constraint (11b), which is initialized with 378‘ ;» enforces the
vehicle model (2). Constraint (11c) provides the bounds
on the acceleration, velocity, and steering input of the EV,

and (11d) constrains the position vector of the EV, p

€
it =
[ p;i‘t]—r, within the drivable area D over the predic-
tion horizon. Egs. (11e)—(11g) are equivalent with collision-
avoidance constraints between pfl ;» the position of the EV,

and (’}; the predicted occupancy of SV s, as below [22]

[

din < dist (5, {05, 00°}),  (120)

{ 0% @06} = {:1: €R?: Hj,z < h;t},

where O° is the EV’s occupancy with the geometric center
and the heading as zero and dist() is the distance mea-
sure [23]. Note that the impact of the heading angle of the
EV is not considered in (12) since the heading angle of the
vehicle in the lane-changing scenario is usually small [15].

Remark 4.1: Algorithm I is a rule-based reactive decision-
making strategy, which has not been studied in [5] and [20].
The indices of SVs in Algorithm I are 0 and 1 as Algorithm I
is specified for the scenario in Fig. 1. It can be naturally
extended to scenarios with multiple SVs, and the algorithm’s
complexity does not change as it only solves one QP problem
regardless of the number of SVs. In addition, it ensures that,
if (9) at line 1 is feasible, the EV can return to lane 1 in
a critical situation, e.g., if the SVO is accelerating when the
EV is merging in front of it.

(12b)

V. RESULTS AND DISCUSSION

The performance of the proposed method is evaluated in
the merging scenario shown in Fig. 1 in several case studies.
The first case study compares the proposed method with
a robust MPC (RMPC) and a deterministic MPC (DMPC)
to demonstrate the performance of the proposed method,
and the implementations of the RMPC and DMPC will be
introduced in Section V-A. The second case study compares
the proposed method with an interaction-aware branch MPC,

TABLE I
PARAMETERS OF FORCED MERGING SIMULATIONS

Symbol Value Symbol Value
Lpo b 1.65m, 1.65 m T 0.25 5
dpin 0.5 min(9),0.1 min (Ile) lyeh: Vveh 4.3m,1.8m
Wa, Wy, Wy, W) 0.1,0.1,07, 0.1 Hg 0.71,9.8 m/s2
Klon [0 0.3847 0.8663] T Wiane 4m
Kiat [0.5681 1.4003 1.7260] " Vadm 50 m/s
u [0 -5 —0.1]T u [50 2.5 0.1] T
Q1, Q2 100, 0.001 Q3 diag([1 1])
Np 10 N 20

% The units in I and U are m /s, m/s2A and rad, respectively.

TABLE I
INITIAL CONDITIONS OF THE VEHICLES IN EACH CASE

Section EV SVo SV1

Section V-A, Section V-C
Section V-B

(822.5 m, 30 m/s)
(822.5 m, 30 m/s)

(812.5 m, 30 m/s)
(815 m, 30 m/s)

(772.5 m, 30 m/s)
(772.5 m, 30 m/s)

* The initial conditions contain initial longitudinal position and velocity, p, ter is 1000 m in Fig. 1.

TABLE III
COMPARISON OF THE PERFORMANCE OF THREE PLANNERS IN
STOCHASTIC SIMULATIONS

Planner & success rate  Merging approach of the EV  min(dS¥?) min(dS¥V!) max(]a®V])
Name  Successrate  Ahead  Between  Aftr ~ Mean STD Mean STD Mean  STD
Proposed  100%  300/300 0/300 0/300 4.06 0.08 44.9 0.44 1.28 0.02
DMPC 92%  275/300 0/300 0/300 0.15 0.04 43.9 0.87 2.50 0.00

RMPC 100% 0/300 0/300 300/300 82.3 1.96 30.3 1.80 4.82 0.00

* 'Ahead’ means the EV merges ahead of SV0; 'Between’ means merging between SV0 and SV1; ’After’ means
merging after SV1. The unit of min(dY.?) and min(dS¥!) is m, and that of max(|a®V|) is m/s2.

which has been widely investigated recently (see Section I-
A), to show how the proposed method performs safe planning
without accurate prediction of the intentions of the SVs. The
third case study analyzes the convergence of the proposed
method with the information set that contains the observed
accelerations of the SVs.

In the case studies, the accelerations of SVs are generated
from predefined sets, with support and distribution unknown
to the EV. The distributions of the SVs’ accelerations are
designed based on a recorded traffic dataset, the highD
dataset [24], to verify the performance of the method in the
presence of human-like drivers in the real world. The poly-
tope computations were implemented by the Python package
pytope [25]. The optimization problems were solved by
CasADi [26] and Ipopt [27] using the linear solver MA57
[28]. All simulation parameters are summarized in Table I,
and the initial conditions of the vehicles are summarized in
Table II. The implementations are found in our published
code!, and videos of the simulation are available online?.
Note that the value of d.;, is designed relatively small
in Table I to highlight the performance evaluation of the
proposed method and the alternative approaches in safety-
critical scenarios. In practical applications, d.,;, can be
designed larger to increase the distance to the SVs.

Ihttps://github.com/Jianzhoul212/auto-merging
2https://youtu.be/gN90P7jtnkI
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TABLE IV % o F T -
COMPUTATIONAL PERFORMANCE = ————
:)) 2F DMPC -
< s Proposed
Method Proposed DMPC RMPC IA-BMPC o 4r RMPC B
Mean + Std.  0.16 £ 0.02s  0.05+0.03s  0.16 £0.02s  0.50 £ 0.16 s 5oL I I I PR BV ace. bound |
0 2 4 6 8 10 12
Time [s]
| B2 __x__x__x _3 W xx wx wx xx xx | XX X _* X _____
I £V I SV0 ]SV o o gy s sy o sy o I ey | . . . .
- Time 05 Fig. 6. The planned longitudinal acceleration of the EV by three methods
780 m 800 m 820 m 840 m 860 m 880 m 900 m . . .
corresponding to the results in Figs. 3-5.
— @ xx x x x x x
fffffffffffffffffffffff i,:rtjﬁg,g,ﬁj,lﬁ,,\:l,g,,g,
o o o o o o o the SVO is designed to suddenly accelerate with random
(=~ ~ =+ = RS R = e I SR s = accelerations when encountering the EV around p, ter in
———{mwess[—  Fig. 1. The set Z§ is a minor, yet non-empty initial infor-
860 m 880 m 900 m 920 m 940 m 960 m 980 m . . .
mation set. This means that the EV starts to estimate the
=R = momommm = = =@ = O SVs uncertainties without any prior knowledge. The three
r r T 1 L ,|mmeiss]  planners are implemented sequentially in the same scenario,
920 m 940 m 960 m 980 m 1000 m 1020 m 1040 m

Fig. 3. The merging process of the EV planned by the proposed method.
The minimum distance between EV and SVO in the same lane is 3.97 m.

(] G xx xx xx xx xx X X X % %
I £V I SV0 [ SV1 sy [ s Y [ | Time 0s
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Fig. 4. The merging process of the EV planned by RMPC. The minimum
distance between EV and SV1 in the same lane is 34.3 m.
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Fig. 5. The merging process of the EV planned by DMPC. The minimum
distance between EV and SVO in the same lane is 0.17 m.

A. Comparison with Deterministic and Robust Approaches

In the first case study, an RMPC and a DMPC are
implemented by replacing @f in (8b) with U® and O, respec-
tively. The three planners are first compared in a challenging
merging scenario to get insights into the performance of
each method. Then 300 Monte-Carlo simulations are run in
random environments to compare them in terms of statistical
performance. To make the scenario challenging for the EV,

and details of the merging process of the EV are presented
in Figs. 3-5. Fig. 3 shows that the EV with the proposed
method can merge in front of SVO. In contrast, the EV with
RMPC in Fig. 4 starts to merge much later as the EV needs to
decelerate until the SVs pass to initiate the merging. Finally,
Fig. 5 shows that the EV with DMPC also merges in front
of the SVO0, but the distance between the EV and SVO is
smaller. Fig. 6 shows that the acceleration with the proposed
method is smoother during the merging process, whereas the
accelerations with the other methods touch the bound.

The methods are further compared in 300 Monte-Carlo
simulations with the same simulation parameters as in the
previous case. The methods are compared by counting the
success rate of merging, where a successful case means that
the EV merges to lane 2 without any collision with the SVs
and the road boundary. Among the successful cases of each
method, the merging approach, i.e., merging in front of the
SVO0, merging between SVO and SVI, and merging after
SV1, is also compared. In addition, we use three random
variables, the minimum polytope distance between the EV
and SVO of each simulation when the EV is in lane 2
(min(dY?)), the minimum polytope distance between the
EV and SV1 of each simulation when the EV is in lane
2 (min(d¥!)), and the maximum absolute acceleration of
the EV of each simulation (max(|a®'|)), to compare the
three methods. The results are summarized in Table III. It
is seen that the success rate of the proposed method and
RMPC is 100%, while the rate of DMPC is lower. Among
the successful cases, the proposed method always makes the
EV merge in front of the SVO0, and the RMPC makes the EV
merge after SV1. The comparisons reflect that the proposed
method is safer than the DMPC and less conservative than
the RMPC, and can reduce the control input magnitudes of
the EV compared with both DMPC and RMPC.

B. Comparison with Interaction-Aware Branch MPC

The second case study compares the proposed method
with an interaction-aware branch MPC (IA-BMPC), as high-
lighted in Section I-A, which has shown efficiency in solv-
ing motion-planning problems in autonomous driving. The
branch MPC can be realized and implemented in different
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Fig. 7. The merging process of the EV with IA-BMPC. The minimum

distance between EV and SVO in the same lane is 0.74 m (compared with
2.66 m by the proposed method).
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predicted reference speed and the true speed of SVO in the IA-BMPC.

ways [2], [71, [8], [9], while the key idea is to estimate the
multi-modal uncertain intentions of the SVs using a motion-
prediction model. Following the multi-modal uncertainty
predictions, the motion-planning method decides branching
points and then computes multiple control policies associated
with the multi-modality of the SVs [29, Section 3.3.1]. If
the SVs are predicted with an interaction-aware method, the
branch MPC refers to IA-BMPC. In this paper, the uncertain
intentions of SVs with the TA-BMPC are described by three
modes, they are (i) safety-aware mode, (ii) constant-speed
mode, and (iii) slowdown mode. The safety-aware mode
optimizes the reference velocity of the SV subject to the
collision-avoidance constraint with the EV, and the reference
velocity is computed by an interaction-aware prediction
model adapted from [5], [21]. The constant-speed mode
tracks the current velocity, and the slowdown mode tracks a
low velocity. Following the reference velocity, the trajectories
of the SVs are predicted by a linear state-feedback controller,
and the probability of each mode of the SVs is predicted
considering the maneuver cost and collision risk with the
EV. The predicted trajectories, as well as the probabilities of
all modes of the SVs, are finally substituted into a branch
MPC framework to optimize the policies of the EV. The
implementation details are found in the published code.
The IA-BMPC and the proposed method are implemented
in the same scenario, where the merging process of the
EV planned by the IA-BMPC is shown in Fig. 7 (the
merging process planned by the proposed method is similar
to that in Fig. 3), with the predicted probabilities of each
mode of the IA-BMPC are shown in Fig. 8. It is seen in
Fig. 7 that the EV with IA-BMPC successfully merges in
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Fig. 9. Statistical performance of the proposed method by changing |Z3|.
(a) The minimum distance between the EV and SV0. (b) The minimum
distance between the EV and SV1. (¢) The absolute maximum acceleration
of the EV. Note that the success rate of EV’s merging behavior with each
|Z5| in the simulations is always 100%.

front of SVO0, and the IA-BMPC optimizes different policies
adapted to the multi-modal predictions of the SVs. However,
the distance between the EV and SVO with the IA-BMPC
is smaller than that with the proposed method. This is
because, as shown in Fig. 8, when the EV tries to merge
in front of the SVO, the prediction model predicts that the
safety-aware mode of the SVO has the highest probability.
However, the planned maneuver and the predicted maneuver
of SVO0 have deviations, as shown in Fig. 8, where the true
velocity of the SVO does not reduce as fast as predicted.
This is because the IA-BMPC cannot accurately capture the
uncertainties of the SVs, which reduces the robustness of
the method, particularly in emergent scenarios where the EV
and SVs are very close to each other. This indicates that the
performance of the intention-prediction based method can be
affected when the prediction model cannot accurately infer
the intention of SVs, while the proposed method maintains
robustness without knowing the intention of SVs. In addition,
the proposed method also outperforms the IA-BMPC in
terms of computational performance, as shown in Table IV.

C. Convergence Analysis

The third case study analyzes the impact of the information
set on the performance of the proposed method. The initial
information set Z5 was designed containing the samples
from the distribution of accelerations of the SVs, where the
parameter |Z§| (the cardinality of Z§) increases from 4 to
16384. With each |Z§| the simulation was run 50 times to
count the mean and standard deviation of the random vari-
ables min(d5¥?), min(d5V!), and max(|a®¥|). The statistical
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results are shown in Fig. 9, which shows that when |Z|
increases, these variables converge to a stable value. This
means that the robustness of the method is increased when
the information set is richer. Note that the elements in Z; and
7} are generated in the same way, so Fig. 9 also reflects how
these variables converge during the online iterations with .

D. Computational Time

The calculations were performed on a standard laptop with
an Intel i7-10750H CPU, 32.0 GB RAM running Ubuntu
22.04 LTS and Python 3.10.12. The computation time of
each method is summarized in Table IV. These results
were recorded from 20 random simulations with each MPC
algorithm running 40 steps in each simulation.

VI. CONCLUSION

This paper studied resilient decision-making and motion-
planning of an autonomous ego vehicle in forced merging
scenarios based on estimating the acceleration bounds of
the surrounding vehicles. The estimated acceleration bounds
were used to compute the forward occupancy of the sur-
rounding vehicles over a horizon, which was integrated into
a decision-making strategy to compute the safe reference
state of the ego vehicle. Then, a robust MPC controller
was designed to plan the trajectory by tracking the ref-
erence state subjected to safety constraints with obstacle
occupancy. Simulation results show that: (1) The method
is safer than a deterministic method and less conservative
than a robust method; (2) The method does not need to
estimate the intentions of surrounding vehicles while still
maintaining desired robustness in uncertain environments;
(3) The performance is convergent when more acceleration
information of surrounding vehicles is observed.
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