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Abstract— This paper addresses the challenge of generating
optimal vehicle flow at the macroscopic level. Although several
studies have focused on optimizing vehicle flow, little attention
has been given to ensuring it can be practically achieved. To
overcome this issue, we propose a route-recovery and eco-
driving strategy for connected and automated vehicles (CAVs)
that guarantees optimal flow generation. Our approach involves
identifying the optimal vehicle flow that minimizes total travel
time, given the constant travel demands in urban areas. We then
develop a heuristic route-recovery algorithm to assign routes to
CAVs. Finally, we present an efficient coordination framework
to minimize the energy consumption of CAVs while safely
crossing intersections. The proposed method can effectively
generate optimal vehicle flow and potentially reduce travel time
and energy consumption in urban areas.

I. INTRODUCTION

With increasing population and urbanization, traffic
congestion has become a major issue in urban areas and
transportation systems worldwide. According to the Texas
A&M Transportation Institute [1], in 2019, commuters in the
US spent an extra 8.7 billion hours and 3.5 billion gallons
of fuel only due to traffic congestion, which corresponds to
$190 billion of economic loss.

Connected and automated vehicles (CAVs) have attracted
considerable attention since they offer the potential to
reduce traffic congestion and fuel consumption by improving
the efficiency of transportation systems [2]. For example,
numerous studies have addressed time and energy-efficient
coordination problems in different traffic scenarios, i.e.,
merging roadways [3], lane changes [4], roundabouts [5],
signal-free intersections [6], [7], and corridors [8]–[10].

Several efforts have been reported in the literature on
routing single vehicles that optimize for different objectives
[11]–[14]. These efforts focused more on selecting the best
route for each vehicle regarding the events in the surrounding
environment. However, the resulting solutions may not be
system optimal for multiple vehicles because they cannot
consider the influence of other CAVs due to the demanding
computation. Some studies followed sequential order [15]
or sought person-by-person optimal solutions [16] among
the CAVs [17] for routing multiple CAVs while considering
the influence of others. However, these approaches require
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further computational improvement to facilitate large-scale
deployment.

Some other efforts have been made on routing
CAVs, considering interactions between them with fewer
computational issues. Chu et al. [18] presented a routing
method using a dynamic lane reversal approach. To consider
the influence of other CAVs, they estimated travel time
proportional to the number of CAVs on the roads. Similarly,
Mostafizi et al. [19] designed a heuristic algorithm for a
decentralized routing framework, which estimates the travel
speeds inversely proportional to the number of CAVs on the
same road. As another way to avoid computational issues, a
series of papers addressed the decentralized routing problem
using the ant colony optimization technique, which uses
a metric representing the traffic condition and updates the
information in real-time [20]–[22]. However, in most of these
methods, the estimations barely capture the actual traffic
conditions. In addition, the methods are likely to yield locally
optimal solutions due to the nature of the decentralized
framework [16].

Many studies have also focused on addressing vehicle
flow optimization problems at the macroscopic level to
minimize travel time, energy consumption, and emissions.
Those studies considered flow optimization in different
situations, e.g., considering relocating vehicles [23], [24],
mixed traffic environment [25], [26], and charging constraints
[27]. Most of these studies used a travel latency function to
capture the influence of other vehicles. Thus, they solved
the optimization problem in a continuous domain, which
enabled the use of the method for a large-scale network.
However, little attention has been given to ensuring that this
optimal flow can be practically achieved from actual CAV
movements.

To address all these challenges, we propose a hierarchical
approach to optimal flow-based routing and coordination of
CAVs. Our approach involves identifying the optimal vehicle
flow that minimizes total travel time, given the constant travel
demands in urban areas. We then develop a heuristic route-
recovery algorithm to assign routes to CAVs that satisfy
all travel demands while maintaining the optimal flow. At
the lower level, we provide a coordination framework for
CAVs to arrive at each road segment at their desired arrival
time based on their assigned route and the desired flow. The
main contributions of this work are as follows: (1) providing
insights into combining different levels of routing methods,
(2) developing a route-recovery algorithm that assigns routes
to CAVs based on the flow, and (3) presenting a coordination
framework that ensures the practical feasibility of optimal
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flow generation via CAV controls.
The remainder of this paper is organized as follows. In

Section II, we present the traffic flow optimization in a
macroscopic perspective and the route-recovery algorithm
at a microscopic level. In Section III, we provide the
coordination framework at an intersection, and in Section IV,
we present simulation results to evaluate the performance
of the proposed hierarchical approach. Finally, in Section
V, we draw concluding remarks and discuss future research
directions.

II. FLOW-BASED ROUTING FRAMEWORK

In this section, we introduce a routing method based on
optimal traffic flow. In general, vehicle flow is captured by
the number of vehicles passing through a point for a unit of
time, and the traffic flow is analyzed and optimized from a
macroscopic perspective without considering the movement
of each vehicle. Thus, we optimize the traffic flow at a
macroscopic level and generate routes for each vehicle based
on the optimal flow. Then, we provide a strategy for CAVs
departing at depots to generate corresponding flow.

A. Traffic Flow Optimization

We consider an urban grid road network given by a
directed graph G = (V, E), where V ⊂ N is a set of vertices
and E ⊂ V × V is a set of roads. Each vertex is either
an intersection r ∈ R or a depot q ∈ D, where R and D
are the sets of intersections and depots, i.e., V = R ∪ D.
The depots are located at the entry/exit of intersections,
implying that a CAV passing through a depot will exit one
intersection and enter another. Next, we determine travel
information. Let M ∈ N denote the total number of travel
demands. For each travel demand m ∈ M = {1, . . . ,M},
let om, dm ∈ D, and αm ∈ R>0 denote origin, destination,
and demand rate, respectively. The demand rate is defined
as the number of customers per unit of time. For each travel
demand m ∈M, xm

ij denotes the flow of CAVs traveling on
the road (i, j). Then, the total flow on the road (i, j) ∈ E
becomes xij =

∑
m∈M xm

ij .
To meet all the travel demands, the flow must satisfy the

following constraints:∑
i:(i,j)∈E

xm
ij =

∑
k:(j,k)∈E

xm
jk, ∀m ∈M, j ∈ V \ {om, dm},

(1)∑
k:(j,k)∈E

xm
jk = αm, ∀m ∈M, j = om, (2)

∑
i:(i,j)∈E

xm
ij = αm, ∀m ∈M, j = dm. (3)

Constraint (1) guarantees that the incoming flow and the
outgoing flow are the same at each node j, while constraints
(2) and (3) match the flow at the origin and the destination
with the demand rate αm. These constraints guarantee that
the flow starts and ends at om and dm, respectively.

To estimate travel time on the roads, we use a travel time
function proposed by the U.S. Bureau of Public Roads (BPR)

[28]. By using the BPR function, the travel time on the road
(i, j) can be expressed as

tij(xij) = t0ij

(
1 + 0.15

(
xij

γij

)4
)
, (4)

where t0ij ∈ R>0 is a free-flow travel time and γij ∈ R>0

is capacity of the road (i, j) ∈ E . Next, we introduce a flow
optimization problem using the BPR function.

Problem 1 (Flow-based routing). We find the optimal flow
of CAVs by solving the following optimization problem:

min
x

J(x) =
∑

(i,j)∈E

{
tij(xij)xij

}
s.t. (1)–(3),x ≥ 0,

(5)

where x is a vector of xij for all (i, j) ∈ E .

Since BPR function (4) is convex in its domain and all
the constraints are linear, Problem 1 becomes a convex
optimization problem. Problem 1 aims to minimize the total
travel time for all vehicle flows. Since Problem 1 is a strictly
convex problem, it is guaranteed to have a unique global
optimal solution.

Remark 1. In this paper, we focus on bridging the gap
between flow optimization and coordination methods. Hence,
we consider 100% penetration rate of CAVs in the network.
Nonetheless, it is possible to consider relocating trips
[24], mixed traffic for CAVs [25], [26], and even charging
constraints [27]. In these cases, the optimization problem
becomes a non-convex problem, which can be convexified
using piece-wise affine functions to approximate the BPR
function.

B. Route Recovery

The solution to Problem 1 determines the optimal flow
at the roads for each travel demand m. Therefore, there
could be multiple routes for CAVs to travel from origin
to destination. To assign a specific route to each CAV, we
recover all different routes with corresponding flows well
connected from origin to destination and match the demand
rate.

Let Pm denote a set of routes for travel demand m ∈M,
where Lm ∈ N denotes the number of routes, i.e., Lm =
|Pm|. Each route Pm

l ∈ Pm, l ∈ {1, . . . , Lm}, is a tuple
of the roads (i, j) ∈ E connected from om to dm, and
fm
l is the corresponding flow. We recover all routes based

on the optimal flow using Algorithm 1. The main idea of
Algorithm 1 is to search for connected flows from origin to
destination. During the search process, we prioritize checking
the straight path to minimize the number of turns. If we find
the connected road, we update the flow with the smaller value
among the current flow and the flow of the following road
segment. This is because we are recovering routes, and the
corresponding flow of the route must be the same for all
road segments. We subtract the corresponding flow once it
reaches the destination to avoid exploring the same route.
We repeat the process until we find the routes for all flows.
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Algorithm 1 Route Recovery

1: for m ∈M do
2: l← 0
3: while not done do
4: l← l + 1; i← om; fm

l ← αm

5: while i ̸= dm do
6: j ← next node ▷ Checking straight path first
7: if xij ̸= 0 then
8: fm

l ← min{fm
l , xij}

9: Pm
l ← Add road (i, j)

10: i← j
11: end if
12: end while
13: for (i, j) ∈ Pm

l do
14: xij ← xij − fm

l

15: end for
16: if

∑
(i,j) xij = 0 then

17: Lm ← l
18: done ← True
19: end if
20: end while
21: end for

Next, we discuss the rule for CAVs departing at the origin
of the travel. Suppose we obtain the optimal flow for two
paths (Fig. 1). One group of CAVs generates the flow of
0.1 veh/s while the other forms the flow of 0.25 veh/s.
This implies that CAVs should enter/exit the roads (i, r)
and (r, j) every 10 seconds, and (i, r) and (r, k) every 4
seconds. The actual timing for CAVs to depart from depot i
to establish these flows can be illustrated in Fig. 2-(a). This
figure shows overlapping CAVs exist when they enter/exit
at different frequencies. Therefore, we let CAVs depart at
a uniform frequency depending on the optimal flow at the
entrance road (i, r) ∈ E while maintaining the order of actual
departure timing. Next, we determine the actual time of each
CAV n crossing intersections. Let t0n be the entry time of
CAV n at an intersection. Then, we select the exit time based
on the following conditions:

tfn = max

{
t0n + tij(x

∗
ij) + tjk(x

∗
jk), tfp +

1

x∗
jk

}
. (6)

Here, tfp is the exit time of preceding CAV p that exits right
before CAV n, and x∗

(·) is the optimal flow on the given road.
We select the maximum value of two options, where the first
possible value in (6) is the estimated arrival time at the exit
node using the BPR function. If no preceding CAV exits
to the same node, CAV n moves along the estimated travel
time. However, the entering frequencies for different entry
nodes are not synchronized. Thus, a CAV p with overlapping
exit time may exist from different entry nodes. To avoid this
situation, we let CAV n select the second possible value in
(6) so that CAV n can exit after CAV p while maintaining
the optimal frequency.

i

r

k
0.25 veh/s

0.1 veh/s

0.35 veh/s

j

Fig. 1: Illustration of CAVs departing at node i ∈ D for
different routes. One is the roads (i, r) and (r, k), and the
other is passing through (i, r) and (r, k).

(a) Actual departure timing for each route

(b) Possible departure timing at a depot

Fig. 2: Illustration of departure time of CAVs for different
flows.

III. FLOW-MATCHING COORDINATION AT
INTERSECTIONS

In this section, we present a coordination framework
for CAVs to cross a signal-free intersection. Given the
routes for all CAVs and specific entry/exit times for all
the intersections, CAVs plan their trajectory to cross an
intersection while reducing energy consumption and avoiding
collisions.

We consider a single-lane intersection as illustrated in
Fig. 3. It consists of four entries and four exits, and
CAVs can take twelve different paths in total, as we
neglect U-turns. At each intersection r ∈ R, we have a
coordinator that communicates with CAVs and provides
geometry information and trajectories of other CAVs. When
CAVs enter the intersection, they plan their trajectories with
respect to the existing CAVs in the intersection. This means
that CAVs fix their trajectories in the order of entrance. There
is a set of points C ⊂ N called conflict points at which the
lateral collision may occur among the CAVs.

Let Nr(t) be the set of CAVs in the intersection r ∈ R at
time t ∈ R≥0. For each CAV n ∈ Nr(t), we consider double
integrator dynamics

ṡn(t) = vn(t),

v̇n(t) = un(t),
(7)

where s(t) ∈ R≥0 is the distance between the entry point
to the current location, v(t) ∈ R≥0 denotes a speed, and
u(t) ∈ R denotes control input of CAV n. For each CAV n,
we impose state/input constraints as

un,min ≤ un(t) ≤ un,max, (8)
0 < vmin ≤ vn(t) ≤ vmax, (9)
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Fig. 3: Coordination of CAVs at a signal-free intersection.

where un,min, un,max are the minimum and maximum control
inputs and vmin, vmax are the minimum and maximum
allowable speeds, respectively.

Next, we introduce safety constraints. To ensure rear-
end safety, we impose constraints on the minimum distance
between preceding CAV p ∈ Nr(t) and following CAV
n ∈ Nr(t), i.e.,

sp(t)− sn(t) ≥ δ, (10)

where δ ∈ R>0 is a safety distance. For lateral safety,
suppose there exists CAV p that shares a conflict point with
CAV n. Then, we impose the following constraint,

|tcp − tcn| ≥ τ, (11)

where τ ∈ R≥0 is a safety time headway, and tcp, tcn are the
arrival time of CAV p and CAV n at a conflict point c ∈ C,
respectively.

In our coordination framework, we minimize the speed
transition of CAVs to conserve momentum and reduce fuel
consumption.

Problem 2. To find minimum-energy trajectory, each CAV
n ∈ Nr(t) solves the following optimization problem

min
1

2

∫ tfn

t0n

u2
n(t)dt (12)

s.t. (7)− (11).

where t0n is an entry time, tfn is an exit time of CAV n,
respectively.

To address Problem 2, we use different approaches
depending on the activation of safety constraints.

1) No safety constraints violated: In case of no safety
constraints violation, we use a solution to the unconstrained
optimization problem. The unconstrained energy-optimal
trajectory is [29]

un(t) = 6ant+ 2bn,

vn(t) = 3ant
2 + 2bnt+ cn, (13)

sn(t) = ant
3 + bnt

2 + cnt+ dn,

where an, bn, cn, and dn are constants of integration. The
constrained optimal solution of (13) is reported in [30].
We obtain these constants from the following boundary
conditions

sn(t
0
n) = 0, vn(t

0
n) = v0n, (14)

sn(t
f
n) = sfn, vn(t

f
n) = vfn. (15)

Here, sfn is the road length from the entry to the exit, v0n is
the entry speed, and vfn is the exit speed of CAV n.

Next, we verify if (13) satisfies speed limits and control
input constraints for t ∈ [t0n, t

f
n]. Note that vfn has not been

determined yet. Therefore, we can select vfn that allows the
trajectory to satisfy state/input constraints by solving the
following optimization problem.

Problem 3. Each CAV n ∈ Nr(t) selects its exit speed by
solving the following optimization problem:

min
(
vfn − v̄

)2
s.t. (8), (9), (13)− (15),

(16)

where v̄ is an estimated average speed in the next road
segment.

The estimated average speed v̄ ∈ R>0 can be simply
selected using the estimated travel time, i.e., v̄ = S/tij(x

∗
ij),

where S ∈ R>0 and x∗
ij are the length and the optimal

flow on the next road segment (i, j) ∈ E , respectively. If the
trajectory does not violate the state/input constraints, the exit
speed will be vfn = v̄.

2) Lateral safety violated: If the unconstrained energy-
optimal trajectory violates the lateral safety constraints, we
could use the method described in [7] to solve Problem
2. This method suggests that we piece the constrained and
unconstrained arcs together, but it naturally yields difficulties
in implementing real-time solvers. To avoid this issue, we
search for a way-point that guarantees the trajectories not
to violate lateral safety constraints. Let Wn be a set of
possible way-points for CAV n ∈ Nr(t). We select possible
waypoints as the boundaries of (11) to minimize the time gap
and maximize throughput. For example, one possible way-
point for CAV n is (tcp + τ, scn), which implies that CAV n
passes the location of the conflict point scn with a safety time
gap τ after CAV p passes.

We piece two unconstrained energy-optimal trajectories,
one from the entry to the way-point and another from the
way-point to the exit. Note that both trajectories’ state/input
constraints need to be considered in selecting speed at the
way-point vwn , w ∈ W . By setting the speed vwn as exit/entry
speeds for those two trajectories, we ensure that CAV n has
a continuous speed profile and can compute its trajectory
using the same procedure as in the unconstrained case.
This approach sacrifices some of the optimality, but each
piece of trajectory is still energy-optimal for given boundary
conditions, and it provides a feasible solution with simple
computations.

3) Rear-end safety violated: CAVs depart from the origin
with uniform time gaps and also exit the intersection with
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guaranteed time gap from (6). Thus, rear-end safety is first
violated when the preceding CAV p slows down to avoid
a lateral collision. Then, the following CAV n requires a
new way-point that does not violate rear-end safety. We let
CAV n follow the way-point of its preceding CAV p while
keeping the safety distance. For example, CAV n can select
(tcp, s

c
n − δ) as a way-point, where c ∈ C is a conflict point

at which CAV p needs to avoid a lateral collision. We set
the speed of CAV n at this point to be the same as CAV p
so that the rear-end safety constraint is not violated near the
point.

IV. SIMULATION RESULTS

This section provides the simulation results at different
levels to analyze whether our method is implementable in
macroscopic and microscopic perspectives. First, for the
routing level, we present the optimal flow for different travel
demands at a road network. Then, we focus on a single
intersection for coordination and show that CAVs can safely
cross the intersection within a given travel time.

A. Vehicle Flow Optimization

We considered a road network with 12 intersections, 62
depots, and 96 road segments. The length of each road
segment is 200 m. We randomly generated 30 travel demands
with origin, destination, and demand rate information. Figure
4 illustrates the simulation results for (a) total travel demands
and some (b), (c) selected travel demands. In the figure, all
lines represent road segments where the color characterizes
the flow, and the white squares exhibit intersections. All
circles are the depots, whereas black circles are the origin
or destination of travel demands. Although some congested
roads exist due to uneven travel demands, results show that
the flows are well distributed to minimize the total flow.
For example, Fig. 4-(b) is the optimal flow for a specific
travel demand. This is the optimal flow and route for such
an origin-destination pair because if CAVs in this flow turn
left or right, they increase their own travel time and other
CAVs’ travel time. After all, all the other roads are congested,
as shown in Fig. 4-(a). On the other hand, another flow
illustrated in Fig. 4-(c) was separated into 3 different routes
not to increase flow on the congested roads as much as
possible.

B. Coordination at an intersection

To coordinate CAVs, we selected a specific intersection
(the bottom left one in the network). We considered 100
CAVs and generated entry/exit time based on the method
described in Section II-B.

We conducted simulations for 100 CAVs, and the results
are presented in Fig. 5. The graph shows all the trajectories
of CAVs passing through specific paths in an intersection.
The red and purple trajectories are the CAVs merging to and
splitting from the given path. As shown in the figure, we
efficiently assigned CAVs to cross the intersection by letting
them pass through the boundaries of safety constraints. The
results also explain that all the CAVs selected proper exit

time based on availability and that there are no cascading
delay effects for both widely/densely distributed CAVs. In
the case of piecing two unconstrained trajectories, we set v̄
to be the average of entry and exit speeds. In the simulation,
Solution to Problem 3 was always v̄, which implies that
state/input constraints were never violated with the given
boundary conditions.

V. CONCLUDING REMARKS

In this paper, we proposed a hierarchical approach for
generating optimal vehicle flow in urban areas using a route-
recovery algorithm and a coordination framework for CAVs.
The proposed approach minimizes total travel time and
ensures the practical feasibility of achieving optimal flow.
Our coordination framework minimizes energy consumption
and prevents collisions while crossing intersections.

Future work involves analyzing the results in the entire
network and assessing the trade-off between optimality and
computational cost when piecing two trajectories together in
the coordination framework. Another interesting direction for
future research is to investigate different travel time functions
best suited for an urban road network.
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