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Abstract— We consider the problem of Bayesian regression
with trustworthy uncertainty quantification. We define that
the uncertainty quantification is trustworthy if the ground
truth can be captured by intervals dependent on the predictive
distributions with a pre-specified probability. Furthermore, we
propose, Trust-Bayes, a novel optimization framework for
Bayesian meta learning which is cognizant of trustworthy
uncertainty quantification without explicit assumptions on the
prior model/distribution of the functions. We characterize the
lower bounds of the probabilities of the ground truth being
captured by the specified intervals and analyze the sample
complexity with respect to the feasible probability for trust-
worthy uncertainty quantification. Monte Carlo simulation of
a case study using Gaussian process regression is conducted for
verification and comparison with the Meta-prior algorithm.

I. INTRODUCTION

Engineering systems operating in the real world are usu-
ally subject to unknown uncertainties. Examples include
autonomous cars driving in urban scenarios, unmanned aerial
robots for outdoor package delivery and mobile robots for
search-and-rescue. In order to ensure mission success and the
safety of these systems while maintaining high autonomy,
it is necessary to learn and quantify these uncertainties in a
trustworthy manner such that these systems can operate with
minimal human supervision/intervention.

Bayesian learning [1] is a class of statistical learning
frameworks, including but not limited to Gaussian process
regression (GPR) [2], Kalman filtering [3], Bayesian neural
network [4] and particle filtering [5]. In general, Bayesian
learning first models a target (e.g., system state, parameter or
function) as a sample from a distribution a priori, then given
a set of data it utilizes the Bayesian inference framework to
compute a posterior distribution of the target for prediction.
With proper choice of the prior distribution and mild assump-
tions on the target, Bayesian learning is able to consistently
approximate the target [6] [7]. Established analysis, such as
the well-known PAC-Bayesian theorems [8], has shown that
the generalization error for the performances of Bayesian
learning methods decreases at the rate of O( 1√

n
), where n

is the number of data samples. Furthermore, the predictive
distributions, i.e., the prior and the posterior distributions,
inherently allow Bayesian models to predict with uncertainty
quantification for each input. These aforementioned advan-
tages make Bayesian learning a powerful tool in a variety
of applications, e.g., optimization [9], learning-based control
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[10]–[12], motion planning [13] [14], state estimation [3] and
system identification [15].

Based on the Bayes rule [1], the posterior distribution re-
flects predictive uncertainties accurately only if the likelihood
function and the prior distribution are correctly specified,
which are also a common assumption in the analysis for
uncertainty quantification [16] [17] [18]. However, in some
cases, the aforementioned information may not be obtained
a priori accurately. To relax this assumption, existing works
instead assume the likelihood and/or the prior distribution
are specified structurally such that the hyperparameters can
be learned through data [2] [19] [20]. While there are
powerful function approximation models, such as deep neural
networks and finite-dimensional basis functions, which are
able to consistently approximate a wide range of targets, in
some cases it can be hard to ensure the selected class of
approximation models fully capture the target when there is
no much prior information about the structure of the target.
Furthermore, when the data is scarce, the hyperparameters
may not be well learned [21]. As a result, the uncertainty
quantification obtained from the predictive distributions may
not be trustworthy, and the subsequent operations, e.g.,
synthesis of safety controller [22] [23] and selection of safe
decisions [24] [25], leveraging the uncertainty quantification
can be unreliable.

Meta learning is a machine learning framework which
aims to utilize the data of a collection of tasks to identify
a good initialization/prior for the learning algorithm in new
tasks such that fast learning can be achieved using a small
amount of data [26]. The process of identifying a good
initialization/prior is known as the meta training procedure,
and the learning in a new task is known as the adaptation
procedure. The problem is usually formulated as an optimiza-
tion problem, where the objective function is the expected
performance of the adapted model in a new task. Most of
the works do not consider uncertainty quantification [26]–
[29]. Generalization errors, which can be used to derive for
uniform uncertainty quantification, are considered in [30]
[31] for adapted models. Bayesian meta learning is consid-
ered in [32]–[38], where the posterior distributions provide
input-dependent uncertainty quantification. In particular, pa-
pers [32] [33] consider meta learning for Bayesian neural
networks, where the prior distributions of the parameters
in the neural networks are meta trained to optimize the
performances of the neural networks with parameters sam-
pled from the posterior distributions. Papers [34]–[38] con-
sider Gaussian process or Bayesian linear regression, where
the hyperparameters in the prior covariance and/or mean
(functions) are meta trained provided pre-specified structures.
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Prediction accuracy is considered in these methods, however,
whether the learned prior and posterior provide trustworthy
uncertainty quantification remains an open question.

Contribution statement. In this paper, we consider the
problem of Bayesian regression with trustworthy uncer-
tainty quantification. We propose a Bayesian meta learning
framework which is cognizant of trustworthy uncertainty
quantification without explicit prior assumptions on the
model/distribution of the functions. Specifically, we define
that the uncertainty quantification is trustworthy if the ground
truth can be captured by intervals dependent on the pre-
dictive distributions with a pre-specified probability. We
then propose Trust-Bayes, a novel optimization framework
for Bayesian meta learning with constraints on trustworthy
uncertainty quantification using the meta-trained prior dis-
tribution and the posterior distribution. We characterize the
lower bounds of the probabilities of the ground truth being
captured by the specified intervals in terms of the empirical
estimates from meta training. We further analyze the sample
complexity with respect to the feasible pre-specified proba-
bility for trustworthy uncertainty quantification. In summary,
our major contributions are threefold:

• We mathematically formulate trustworthy uncertainty
quantification for Bayesian regression.

• We propose Trust-Bayes, a novel optimization frame-
work for trustworthy uncertainty quantification.

• We characterize the lower bounds of the probabilities
of the ground truth being captured by the specified in-
tervals and analyze the sample complexity with respect
to the feasible probability for trustworthy uncertainty
quantification.

We conduct Monte Carlo simulation and consider a case
study using GPR for verification of trustworthy uncertainty
quantification by Trust-Bayes and for comparison against
Meta-prior [34]–[36] for its necessary.

Notation. Let Px

(
E
)

return the probability of event E with
respect to the probability measure of x and Ex[·] return the
expected value with respect to the probability measure of x.
Define indicator function 1[E ] = 1 if event E is true and
1[E ] = 0 otherwise.

II. PROBLEM FORMULATION

Observation model. Consider a distribution of functions
Pf , where each unknown function f i ∼ Pf , f i : Rnx → R,
can be observed as

yit = f i(xi
t), (1)

where xi
t ∈ X ⊂ Rnx is the tth input to function f i, nx is

the dimensionality of xt, and yit ∈ R is the corresponding
output. In this paper, we consider noiseless observation or
the noise is inherent in f i, which is a typical model for
system identification [17] [39] [40]. Here, f i can be different
dynamic models of a system when operating in different
environments, such as the dynamics of an autonomous car
when operating in different weather conditions.

Regression with uncertainty quantification. Denote the
dataset of observations for function f i as Di

tr ≜

{(yit, xi
t)}

titr
t=1, where titr depends on f i. Denote prior mean

function m : Rnx → R, prior covariance function k : Rnx ×
Rnx → R>0 which is positive semidefinite. Given dataset
Di

tr, we denote the corresponding posterior mean function
µi
m,k : Rnx → R and posterior standard deviation function

σi
k : Rnx → R, which are output from some algorithm

ALG(m, k,Di
tr). The goal of this paper is to identify prior

functions m and k which minimize some objective function
J(m, k) and meanwhile capture the ground truth f i(x) by
intervals

Im,k(x) ≜ [m(x)− q
√

k(x, x),m(x) + q
√

k(x, x)]

Ii
m,k(x) ≜ [µi

m,k(x)− qσi
k(x), µ

i
m,k(x) + qσi

k(x)]

with a pre-specified probability at least 1 − δ, δ ∈ [0, 1]
for any x ∈ X . Notice that constants q and δ are fixed a
priori, and they do not need to satisfy the relation between
reliability factor and level-of-confidence in the settings of
confidence interval. Formally, the above specifications for
regression with uncertainty quantification is formulated as
the optimization problem below

min
m,k

J(m, k) (2a)

s.t. Pfi,x

(
f i(x) ∈ Im,k(x)

)
⩾ 1− δ (2b)

Pfi,x

(
f i(x) ∈ Ii

m,k(x)
)
⩾ 1− δ (2c)

µi
m,k, σ

i
k = ALG(m, k,Di

tr). (2d)

Constraints (2b) and (2c) aim to ensure trustworthy uncer-
tainty quantification, and one example of the objective func-
tion J(m, k) can be negative marginal log likelihood (MLL)
[2] evaluated over a dataset as in [34] [35]. Notice that in
most cases given an arbitrary function m(·), intervals Im,k(·)
and Ii

m,k(·) can be arbitrarily large, and hence constraints
(2b) and (2c) can always be satisfied, by choosing function
k such that k(x, x) is sufficiently large if ALG follows a
Bayesian inference framework, e.g., the prior distribution and
the likelihood function are Gaussian [5].

We do not assume any additional structure on distribution
Pf or on function f i, e.g., f i ∼ GP(m, k), as in [16] [17]
[18]. Instead, we assume we have access to a meta dataset
Dmeta ≜ {Di}ni=1, where Di contains the observations of
f i ∼ Pf i.i.d. drawn offline, which can be potentially used
to estimate and optimize J(m, k) as well as the left hand
sides of (2b) and (2c). For testing, we consider functions
f j ∼ Pf , which are not necessarily observed in Dmeta.

Remark II.1. (Motivation of formulation (2)). Problem (2) is
motivated by the problems of safe learning/exploration [17]
[14] [34] [24] [41], where the system is required to safely
explore and online learn about an unknown environment
using the data collected along the system’s operation. During
the early stage of exploration where there are only a few
(or even no) collected data, the control of the system is
mainly based on the prior knowledge, i.e., (m, k), of the
environment. Therefore, it is crucial that the selected prior is
trustworthy such that the ground truth of function f i can be
captured a priori by Im,k, to ensure system safety when the
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system just starts to explore the environment and no data is
collected, and a posteriori by Ii

m,k after collecting a (small)
amount of data of f i. ■

Parameterization. Note that Problem (2) is a functional
optimization problem and can be hard to solve in general.
To make the problem tractable, we approximate the spaces of
m and k using spaces of parameterized functions, e.g., neural
networks and finite-dimensional basis functions. Specifically,
we consider parameterized prior mean function mθ, with
parameters θ ∈ Rnθ , e.g., the weights of a deep neural
network, and parameterized prior mean function kϕ, with
parameters ϕ ∈ Rnϕ . Then Problem (2) can be rewritten as

min
θ,ϕ

J(θ, ϕ) (3a)

s.t. Pfi,x

(
f i(x) ∈ Iθ,ϕ(x)

)
⩾ 1− δ (3b)

Pfi,x

(
f i(x) ∈ Ii

θ,ϕ(x)
)
⩾ 1− δ (3c)

µi
θ,ϕ, σ

i
ϕ = ALG(mθ, kϕ,Di

tr), (3d)

with the terms rewritten accordingly. In particular, we require
kϕ to be scalable, i.e., kϕ ≜ ϕ1κϕ2 , where ϕ1 ∈ R>0,
ϕ2 ∈ Rnϕ−1, ϕ = [ϕ1, ϕ2], and κϕ2 : X × X → [0, 1] is
a covariance function, such that the sizes of the intervals
Iθ,ϕ(x) and Ii

m,k(x) can be arbitrarily large by increasing
ϕ1, if ALG follows some Bayesian inference frameworks
such as GPR [2]. Similar to (2), this implies that there always
exists ϕ which satisfies (3b) and (3c), and hence Problem (3)
is always feasible. One example of covariance function which
satisfies the above requirement is the widely-used square-
exponential kernel k(x, x′) = σ2

f exp(−
∥x−x′∥2

2ℓ ) + σ2
eδxx′ .

III. THE TRUST-BAYES FRAMEWORK

In this section, since distributions Pf and possibly Px

are unknown, we introduce the framework Trust-Bayes, to
solve problem (3) leveraging the empirical estimates from
meta dataset Dmeta.

Define 0-1 loss functions

ci1(x) ≜ 1[f i(x) ∈ Iθ,ϕ(x)]
ci2(x) ≜ 1[f i(x) ∈ Ii

θ,ϕ(x)].

For each Di ∈ Dmeta, it is split into Di
tr ⊂ Di for

obtaining the posterior functions (µi
θ,ϕ, σ

i
k) for predictions

and an evaluation dataset Di
eval ≜ Di \ Di

tr for evaluating
the performances of the posterior functions and estimating
(3b) and (3c). We write Di

eval = {(yit, xi
t)}

tieval
t=1 and Di

tr =

{(yit, xi
t)}

titr
t=1. For any γ ∈ (0, 0.5], define

p1(γ) ≜
(
1− 2γ

)
·
( 1

n

n∑
i=1

1

tieval

tieval∑
t=1

ci1(x
i
t)

−

√
log(2/γ)

∑n
i=1

1
tieval

2n2
−
√

log(2/γ)

2n

)
,

p2(γ) ≜
(
1− 2γ

)
·
( 1

n

n∑
i=1

1

tieval

tieval∑
t=1

ci2(x
i
t)

−

√
log(2/γ)

∑n
i=1

1
tieval

2n2
−
√

log(2/γ)

2n

)
.

Then the following theorem characterizes the lower bounds
of Pfi,x

(
f i(x) ∈ Iθ,ϕ(x)

)
and Pfi,x

(
f i(x) ∈ Ii

θ,ϕ(x)
)

.

Theorem III.1. Suppose {f i}ni=1 are sampled i.i.d. from a
latent distribution Pf . Suppose the training dataset Di

tr for
each function f i is generated through a latent conditional
distribution PDi

tr|fi , i.e., Di
tr ∼ PDi

tr|fi . Suppose for each

f i, {xi
t}

tieval
t=1 are sampled i.i.d. from a latent function Px.

Then the following inequalities hold:

Pfi,x

(
f i(x) ∈ Iθ,ϕ(x)

)
⩾ max

γ∈(0,0.5]
p1(γ),

Pfi,x

(
f i(x) ∈ Ii

θ,ϕ(x)
)
⩾ max

γ∈(0,0.5]
p2(γ).

■

The proof of the theorem can be found in [42]. The
lower bounds in Theorem III.1 indicates that Pfi,x

(
f i(x) ∈

Iθ,ϕ(x)
)

and Pfi,x

(
f i(x) ∈ Ii

θ,ϕ(x)
)

can be lower
bounded by their corresponding empirical estimates of (i.e.,
1
n

∑n
i=1

1
tieval

∑tieval
t=1 ci1(x

i
t) and 1

n

∑n
i=1

1
tieval

∑tieval
t=1 ci2(x

i
t))

using the evaluation datasets Di
eval, i = 1, · · · , n, in the

meta training dataset Dmeta, and the error terms diminish
by tieval and n, the sizes of Di

eval and the number of
functions in Dmeta. This provides empirical underestimates
of Pfi,x

(
f i(x) ∈ Iθ,ϕ(x)

)
and Pfi,x

(
f i(x) ∈ Ii

θ,ϕ(x)
)

but
sufficient verification for constraints (3b) and (3c).

By the lower bounds in the theorem above, we can
approximate Problem (3) with

min
θ,ϕ

J(θ, ϕ) (4a)

s.t. max
γ∈(0,0.5]

p1(γ) ⩾ 1− δ, (4b)

max
γ∈(0,0.5]

p2(γ) ⩾ 1− δ, (4c)

µi
θ,ϕ, σ

i
ϕ = ALG(mθ, kϕ,Di

tr), (4d)

which is our proposed formulation of Trust-Bayes.

Remark III.1. (Feasibility and sample complexity). As dis-
cussed below Problem (3), the sizes of intervals Iθ,ϕ(x) and
Ii
θ,ϕ(x) can be arbitrarily large by choosing ϕ accordingly.

This implies that 1
n

∑n
i=1

1
tieval

∑tieval
t=1 cij(xt), j ∈ {1, 2}, can

be as large as one. Therefore, by the forms of (4b) and (4c),
the feasibility of (4) can be checked by verifying whether

max
γ∈(0,0.5]

(1− 2γ)
(
1−

√
log(2/γ)

∑n
i=1

1
tieval

2n2
−

√
log(2/γ)

2n

)
⩾ 1− δ (5)

holds for a given δ, which can be done through numerically
solving the left hand side using, e.g., gradient ascent. Note

that for any γ ∈ (0, 0.5],

√
log(2/γ)

∑n
i=1

1

ti
eval

2n2 and
√

log(2/γ)
2n
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can be arbitrarily small by increasing sample sizes tieval and
n. Therefore, inequality (5) provides the sample complexity
for the lower bound of feasible δ and implies that the
freedom of selecting δ can be increased by increasing tieval
and n. Note that (4b) and (4c) approximate the probability
constraints (3b) and (3c) by underestimating the probabilities
with the corresponding empirical estimates. This is reminis-
cent of the no-free-lunch property between estimation error
and the number of data in statistical learning theory [21]. ■

IV. CASE STUDY

In this section, we aim to verify whether the Trust-Bayes
formulation in (4) can provide trustworthy uncertainty quan-
tification, i.e., satisfying the constraints in (3), and whether
it is necessary. In this case study, we consider GPR [2] as
the algorithm ALG. Then the prior predictive distribution
for f i(x) is given by N (mθ(x), kϕ(x, x)) and the posterior
predictive distribution is given by N (µi

θ,ϕ(x), (σ
i
ϕ)

2(x)),
where

µi
θ,ϕ(x) = mθ(x) + kϕ(x,X

i)k−1
ϕ (Xi, Xi)(Y i −mθ(X

i))

(σi
ϕ)

2(x) = kϕ(x, x) + kϕ(x,X
i)k−1

ϕ (Xi, Xi)kϕ(X
i, x).

where Xi aggregates all the inputs xi
t in Di, Y i aggregates

all the outputs.
Experiment setup. In this experiment, we let x ∈ [0, 1] and

for each f i ∈ Pf , f i(x) = dix2 +
∑10

m=1 α
iaim sin(wi

mx+
βi
m) + (1− αi)bim sin(ui

mx+ βi
m), where

aim ∼ 0.5N (−20, 5) + 0.5N (10, 2) (6a)

bim ∼ 0.5N (−1, 0.1) + 0.5N (1, 0.1) (6b)

wi
m ∼ 0.5N (−10, 10) + 0.5N (10, 10) (6c)

ui
m ∼ 0.5N (−100, 10) + 0.5N (100, 10) (6d)

βi
m ∼ N (0, 1) (6e)

di ∼ 0.5N (−10, 1) + 0.5N (10, 1) (6f)

αi ∼ B(0.5). (6g)

N denotes normal distribution and B denotes Bernoulli
distribution. For learning using GPR, we consider con-
stant mθ(x) = θ for the prior mean function and ker-
nel kϕ(x, x

′) = ϕ2
1 exp(−∥x − x′∥2ϕ2). For trustworthy

uncertainty quantification, we select δ = 0.1 and qδ =
1.64 for intervals Iθ,ϕ(x) and Ii

θ,ϕ(x). That is, we require
the predicted intervals with 90% nominal confidence level,
according to the Z-score table, to indeed include at least
90% of the true values. Note that according to (6), there
are parameters following Gaussian mixtures distributions and
Bernoulli distribution, and therefore f i does not follow a
Gaussian process. Furthermore, each f i has a trend, and
therefore kϕ(x, x′) is not a suitable prior covariance function.
The purpose of this setup is to demonstrate that Trust-Bayes
is able to provide trustworthy uncertainty quantification even
under such mis-specification of the prior distribution, which
can happen when there is no much prior knowledge on the
distribution and structure on the target function f i.

Training. For the training dataset Dtr, we sample 2000
functions f i, i.e., n = 2000, following (6), and for each

corresponding training dataset Di we uniformly sample over
interval [0, 1] for inputs titr = 20 for obtaining the posterior
and tieval = 100 for evaluating the posterior for (4a) to (4c).
Note that with the above specification of δ, n, and tieval, (5)
holds and can be verified by plugging in γ = 0.001. For the
objective function J(θ, ϕ), we consider negative MLL over
the whole meta dataset Dtr as in [34]–[36].

Testing. Notice that the probabilities in (3b) and (3c) can
be challenging to exactly obtain. As an estimation, the trained
hyperparameters (θ, ϕ) are tested against a dataset composed
of 10, 000 functions f i randomly sampled over (6) with
each f i has testing 10, 000 inputs x uniformly sampled over
[0, 1]. The corresponding posterior distribution is obtained
after observing each function over 20 inputs without further
tuning the hyperparameters.

Comparison. Our results are compared against the Meta-
prior method used in [34]–[36], where the hyperparameters
in the prior distributions are meta-trained using negative
MLL. Note that the Bayesian regression approach used in
[34] [35] is a special case of GPR [2]. The difference
between Trust-Bayes and Meta-prior in this case study is
the addition of (4b) and (4c).

Results. Figure 1 shows the convergence of
1
n

∑n
i=1

1
tieval

∑tieval
t=1 ci1(x

i
t) and 1

n

∑n
i=1

1
tieval

∑tieval
t=1 ci2(x

i
t),

the empirical estimates of Pfi,x

(
f i(x) ∈ Iθ,ϕ(x)

)
and

Pfi,x

(
f i(x) ∈ Ii

θ,ϕ(x)
)

, respectively, by the evaluation
dataset {Di

eval}ni=1 in the meta dataset Dmeta. From Figure
1, we can see that the training of Meta-prior converges
when the empirical estimates are still at a level much lower
than the required rate of inclusion 1− δ = 0.9. In contrast,
the training of Trust-Bayes converges much faster and
beyond the required rate of inclusion.

Table I provides a comparison between the (θ, ϕ) trained
till convergence by Trust-Bayes and that by Meta-prior
over the estimated Pfi,x

(
f i(x) ∈ Iθ,ϕ(x)

)
, Pfi,x

(
f i(x) ∈

Ii
θ,ϕ(x)

)
, their empirical estimates by Di

eval as well as the
mean-squared error (MSE) for the posterior predictions over
the testing dataset. From Table I, we can see that Trust-
Bayes performs better than Meta-prior over all the metrics.
Specifically, Pfi,x

(
f i(x) ∈ Iθ,ϕ(x)

)
and Pfi,x

(
f i(x) ∈

Ii
θ,ϕ(x)

)
are higher than the required inclusion rate (i.e, 0.9)

when (θ, ϕ) are trained by Trust-Bayes, which verifies that
Trust-Bayes can provide trustworthy uncertainty quantifica-
tion. In contrast, when (θ, ϕ) are trained by Meta-prior, the
rates of inclusion are much lower than the required inclusion
rate although the intervals are constructed with 90% nominal
level of confidence. This comparison with Meta-prior shows
the necessary of using Trust-Bayes to provide trustworthy
uncertainty quantification when it is uncertain whether the
prior is properly specified or not.

Figure 2 provides a visual comparison over the inclusions
of the true values of f i(x) by the prior 90% confidence
intervals Iθ,ϕ(x) trained using Trust-Bayes and Meta-prior,
respectively, and Figure 3 provides a comparison over the
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(a) Trust-Bayes (b) Meta-prior

Fig. 1: Comparison over empirical estimates of
Pfi,x

(
f i(x) ∈ Iθ,ϕ(x)

)
and Pfi,x

(
f i(x) ∈ Ii

θ,ϕ(x)
)

by the evaluation dataset {Di
eval}ni=1 between Trust-Bayes

and Meta-prior during meta-training

Trust-Bayes Meta-prior
1
n

∑n
i=1

1
ti
eval

∑tieval
t=1 ci1(x

i
t) 0.997 0.623

1
n

∑n
i=1

1
ti
eval

∑tieval
t=1 ci2(x

i
t) 0.999 0.706

Pfi,x

(
f i(x) ∈ Iθ,ϕ(x)

)
0.996 0.630

Pfi,x

(
f i(x) ∈ Ii

θ,ϕ(x)
)

0.999 0.708
MSE 91.42 125.15

TABLE I: Comparisons over empirical and expected
prior/posterior inclusions between Trust-Bayes and Meta-
prior

inclusions by the posterior 90% confidence intervals Ii
θ,ϕ(x).

Ten functions are sampled from (6) to provide a visualization
of the distribution of the functions. From these two figures,
we can see that the 90% intervals generated by Trust-Bayes
are larger and are able to capture most of the values of
the functions including those with larger variation, whereas
Meta-prior generates smaller intervals and fails to capture
the values of the functions with larger variation.

V. CONCLUSION

We consider trustworthy uncertainty quantification in
Bayesian regression problems. We formulate trustworthy
uncertainty quantification as constraints on capturing the
ground truths of the function by intervals depending on
the prior and posterior distributions with a pre-specified
probability. We propose, Trust-Bayes, a Bayesian meta

(a) Trust-Bayes (b) Meta-prior

Fig. 2: Ten random functions drawn from (6) and comparison
between prior predictions by Trust-Bayes and Meta-prior

learning framework which is cognizant of trustworthy un-
certainty quantification without explicit assumptions on the
model/distribution of the functions. We characterize the
lower bounds of the probabilities of the ground truth being
captured by the specified intervals in terms of the em-
pirical estimates and analyze the sample complexity with
respect to the feasible pre-specified probability for trust-
worthy uncertainty quantification. Monte Carlo simulation
is conducted for evaluation and comparison through a case
study using GPR, which verifies the proposed framework and
demonstrates the necessary of Trust-Bayes for trustworthy
uncertainty quantification when the prior is not necessarily
correctly specified.
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