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Abstract— Controllable attacks are considered as perfectly
undetectable cyber-attacks that are performed by compromis-
ing input communication channels of cyber-physical systems
(CPS). They are referred to as perfectly undetectable since
they have zero impact on the sensor measurements of the
system. In this paper, we investigate conditions under which
adversaries are capable of performing controllable cyber-
attacks and develop methods for designing these attack signals.
Moreover, under certain assumptions, conditions for designing
controllable attacks in terms of the Markov parameters of the
CPS are derived. In order to analyze the vulnerability of the
CPS to controllable attacks from the system operators’ point
of view, a security metric designated as the security effort
(SE) for controllable attacks is formally defined and proposed.
The SE for controllable attacks denotes the minimum number
of input communication channels that need to be secured
to prevent adversaries from executing this type of cyber-
attack. Consequently, as a countermeasure, we develop a coding
scheme on the input communication channels that increases the
minimum number of required input communication channels
for performing controllable attacks to its maximum possible
value. Consequently, in presence of the proposed coding scheme,
adversaries need to compromise all the input communication
channels to execute controllable attacks. Therefore, securing
only one input channel prevents adversaries from performing
controllable cyber-attacks. Finally, an illustrative numerical
case study is provided to demonstrate the effectiveness and
capabilities of our derived conditions and proposed methodolo-
gies.

I. INTRODUCTION

Cyber-physical systems (CPS) have positively affected our
today’s life through their wide range of applications, such as
in transportation systems, water treatment networks, power
systems and smart grids, unmanned aerial vehicles (UAV),
and industrial process control systems [1]–[6]. On the other
hand, CPS are prone to cyber threats as several cases of
malicious cyber-attacks have been carried out and reported
over the past decade [1], [7]. Therefore, it is of paramount
importance to study and investigate the vulnerability of
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CPS to cyber-attacks and develop countermeasures for these
threats.

Adversaries are capable of compromising the integrity of
the communicated information in the CPS. These types of
cyber-attacks are referred to as deception attacks [3], [8], [9].
In order to perform a deception attack, adversaries need to
have access to certain levels of disruption resources, system
knowledge, and disclosure resources of the CPS [3]. Given
the availability of different disruption resources, disclosure
resources, and system knowledge, adversaries can maintain
their attacks undetected and perform stealthy cyber-attacks.

In particular, adversaries are capable of performing
stealthy deception attacks on actuators as in the controllable
attacks [10]–[12] that their impacts cannot be detected in
sensor measurements. Controllable attacks can be performed
on the CPS that are not left invertible [11]. Furthermore,
controllable attacks are in the controllability subspace within
the weakly unobservable subspace of the system [11].

The minimum number of required actuators and sensors,
i.e., the disruption resources, to execute an undetectable
or a perfectly undetectable cyber-attacks such as the zero
dynamics attacks, controllable attacks, and covert attacks has
been defined as the security index for the CPS [12]–[15]. In
the case of undetectable cyber-attacks, if the initial conditions
of the CPS are known, the impact of the cyber-attack can
still be detected in the sensor measurements [2], [13], but
perfectly undetectable attacks leave no impact on the outputs
of the CPS [15], [16].

The security index (SI) for perfectly undetectable cyber-
attacks in the CPS is defined as the minimum number
of actuators and sensors that should be compromised by
adversaries to execute a perfectly undetectable cyber-attack
[11], [12], [14], [15]. In [12], a control geometric approach
is adopted to define subspaces that are related to perfectly
undetectable cyber-attacks and find an upper bound for the
SI. Moreover, in [14], [15], the structural system framework
is employed to find a generic value for the SI.

The SI analyzes the CPS from the adversary’s point of
view which may not support system operators to determine
the requirements for preventing the occurrence of certain
cyber-attacks in the CPS. Hence, in [17], [18], geometric
structural conditions are derived to find the minimum num-
ber of communication channels that should be secured to
prevent certain stealthy cyber-attacks. In [17], under various
disclosure scenarios, minimal input communication channels
to protect for preventing stealthy cyber-attacks is determined.
Moreover, in [18], the minimum number of actuators and
sensors that should be secured to prevent executing zero
dynamics attacks, covert attacks, and controllable attacks is
defined as the security effort (SE) for CPS. However, the
derived geometric conditions in [17], [18] for determining
the communication channels that should be secured are not
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simple methods to check and verify (e.g., in the case of large-
scale CPS). Hence, defining SE for controllable attacks and
deriving easy to check algebraic conditions for obtaining the
SE is one of the objectives of this paper.

Various methodologies have been proposed to either detect
stealthy cyber-attacks or prevent adversaries from execut-
ing them [5], [19]–[27]. In [20], [21], monitoring systems
that utilize auxiliary filters have been developed to detect
stealthy cyber-attacks such as the zero dynamics attacks.
Furthermore, coding schemes [24], modulation matrices [22],
moving target approaches [28], and watermarking schemes
[5], [23] have been developed and employed that distort
the system knowledge from adversaries point of view and
prevent them from executing stealthy cyber-attacks.

In this paper, the input/output (I/O) model of the CPS is
utilized to study conditions under which adversaries can per-
form controllable attacks. Specifically, Markov parameters,
elements of the observability matrix, and the characteristic
matrices of the CPS are used to investigate conditions
for existence of the controllable attacks that can provide
one with the required disruption resources, i.e., actuators
to be attacked, and system knowledge for performing the
above cyber-attacks. Moreover, the implementation of the
controllable attacks by means of Markov parameters of the
CPS and elements of the observability matrix are studied and
developed.

As a countermeasure against the controllable attacks, a dy-
namic coding scheme is developed and employed. The pro-
posed coding scheme targets and increases the required dis-
ruption resources for executing controllable attacks. Hence,
in presence of the coding scheme, adversaries need to com-
promise all the input communication channels and actuators
of the CPS to carry out the controllable attacks. Therefore,
having only one secure actuator will prevent the adversaries
from executing the above stealthy cyber-attacks.

To summarize, the main contributions of this paper are as
follows:

1) Under certain assumptions, the conditions under which
one can carry out the controllable attacks are obtained.
These conditions are derived in terms of the Markov
parameters of the CPS, elements of the observability
matrix, and characteristic matrices of the system.

2) By utilizing the proposed conditions for existence of
controllable attacks, and details on the implementation
methodologies of these cyber-attacks are then pro-
vided.

3) A dynamic coding scheme is then developed and
proposed that under certain conditions can increase
the number of actuators that are needed to execute
the controllable cyber-attacks to its maximum possible
value.

In contrast to [5], [20]–[27] which either rely on distorting
the adversary’s system knowledge or developing auxiliary fil-
ters to detect stealthy cyber-attacks, in this work, we propose
a dynamic coding scheme that increases the actuators secu-
rity index. Therefore, having only one secure input channel
will prevent adversaries from executing controllable cyber-
attacks. In particular, as opposed to [27] which assumes
that only one actuator under cyber-attacks at an instant of
time, and studies covert cyber-attacks, and finally develops
a static coding scheme, in this work we assume that all

actuators except for one are under cyber-attacks, and focus
on controllable attacks, and develop dynamic coding scheme
as our countermeasure against this type of cyber-attack.

II. PROBLEM STATEMENT AND FORMULATION

We consider the following linear time-invariant CPS:

x(k + 1) =Ax(k) +Bu(k) + ω(k),

y(k) =Cx(k) + ν(k), (1)

where x(k) ∈ Rn, u(k) ∈ Rm, y(k) ∈ Rp, ω(k) ∈ Rn,
and ν(k) ∈ Rp, denote the state, the control input, the
sensor measurement, process noise, and measurement noise
respectively. The characteristic matrices (A,B,C) are of
appropriate dimensions.

In presence of cyber-attacks, the CPS (1) can be expressed
by

x(k + 1) =Ax(k) +B(u(k) + Laau(k)) + ω(k),

y(k) =Cx(k) + ν(k), (2)

where au(k) ∈ Rma is the actuator attack signal. We assume
La which denotes the input communication channels that
are attacked by adversaries is an injective map, i.e., one-to-
one, since otherwise, the linearly dependent columns can be
removed. Moreover, the actuator attack signature is captured
by Ba = BLa. In the our theoretical analysis we assume
that ω(k) = 0 and ν(k) = 0, ∀k ≥ 0 and do not consider
the impact of noise. However, in our numerical case study
in Section VI we consider both process and sensor noise to
illustrate robustness of our proposed methodologies to noise.

Let yo(x(0), u(k), au(k)) denote the output of (2) as a
function of the initial state x(0), the control input u(k),
and the actuator attack signal au(k). In the following, by
utilizing the notion of yo(x(0), u(k), au(k)), we define the
“controllable attacks” (studied in [10]–[12], [26]).

Definition 1: The cyber-attack signal au(k) 6= 0 is des-
ignated as a controllable cyber-attack if yo(0, 0, au(k)) = 0,
for every k ≥ 0.

It should be emphasized that the cyber-attack in Defini-
tion 1 is referred to as the “zero stealthy attack” in [10],
“zero state induced attack” in [26], and “controllable attack”
in [11] and [12]. However, we have adopted the convention
from [11] and [12] since the above cyber-attack is related to
a certain controllable subspace of the system (see [12] for
more details).

Definition 2 ( [29], [30]): The CPS (2) is left invert-
ible with respect to the cyber-attack signal au(k) if
for all a1u(k), a2u(k) ∈ Rma , having yo(0, 0, a1u(k)) =
yo(0, 0, a2u(k)) implies a1u(k) = a2u(k), for every k ≥ 0.

Remark 1: By considering the linearity of the CPS, it
follows from Definition 2 that the CPS is left invertible if and
only if yo(0, 0, au(k)) = 0 implies that au(k) = 0. Hence,
controllable cyber-attacks in Definition 1 can be executed if
and only if the CPS (2) is not left invertible in the sense of
Definition 2 (see [10]–[12] for more details).

Below, we have adopted and modified the definitions in
[2], [9], [11], [12], [14], [19], [23] in order to provide a
formal and unified definition for the perfectly undetectable
cyber-attacks on actuators of the CPS.

Definition 3: Let x(0) = x0 ∈ Rn. An actuator attack
that is performed by utilizing au(k) 6= 0 on the CPS (2)
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is designated as perfectly undetectable if yo(x0, u(k), 0) =
yo(x0, u(k), au(k)), ∀ k ∈ N.

It should be noted that in Definition 3, we have adopted
the notion of “perfectly undetectable attacks” from [14]. The
main reason for choosing this designation is that the impact
of perfectly undetectable attacks cannot be seen in the output
measurements.

Due to linearity of the CPS (2) and according to Def-
inition 3, a cyber-attack is perfectly undetectable if and
only if yo(0, 0, au(k)) = 0, ∀ k ≥ 0 [14]. Consequently,
controllable attacks are perfectly undetectable cyber-attacks.

A. Objectives

Our objectives in this paper are threefold. Our first ob-
jective is to study and develop conditions under which ad-
versaries can execute controllable cyber-attacks in the CPS.
These conditions are derived in terms of Markov parameters
of the CPS and elements of the observability matrix to show
the required system knowledge for performing controllable
attacks. As for our second objective, we formally define and
introduce the notion of security effort (SE) for controllable
attacks as a security measure that denotes the minimum
number of input communication channels to be secured for
preventing adversaries from performing controllable attacks.
Finally, our last objective is to develop and study a coding
scheme on the input communication channels of the CPS
that increases the minimum number of input communication
channels that should be compromised to carry out con-
trollable attacks. Consequently, in presence of this coding
scheme, adversaries need to attack all input communication
channels for executing controllable attacks. Therefore, by
utilizing our proposed coding scheme, the CPS operators
need to secure only one communication channel to prevent
the occurrence of controllable cyber-attacks.

III. INPUT/OUTPUT MODEL OF THE CPS AND
CONTROLLABLE CYBER-ATTACKS

In this section, we expand the state-space representation
of the CPS in (2) and derive the input/output (I/O) model of
the CPS to derive easy to check algebraic conditions for the
existence of controllable cyber-attacks.

The I/O model of the CPS (2) over the time window
{0, 1, . . . , N − 1} for N ≥ n can be expressed by

Y (N) =ONx(0) + CNU(N) + CaUa(N), (3)

where Y (N) = [y(0)>, y(1)>, . . . , y(N − 1)>]>,
U(N) = [u(0)>, u(1)>, . . . , u(N − 1)>]>, and
Ua(N) = [au(0)>, au(1)>, . . . , au(N − 1)>]> denote
the output of the CPS, the vector of inputs, and the vector
of actuator cyber-attacks, respectively. Moreover,

ON =


C
CA

...
CAN−1

 , CN =


0 0 · · · 0
CB 0 · · · 0

...
...

. . .
...

CAN−2B CAN−3B · · · 0

 ,

Ca =


0 0 · · · 0

CBa 0 · · · 0
...

...
. . .

...
CAN−2Ba CAN−3Ba · · · 0

 . (4)

In the following subsection, we show how the knowledge
on ON and CN is sufficient for adversaries to execute con-
trollable cyber-attacks.

A. Controllable Cyber-Attacks
As stated in Definition 1, under controllable cyber-attacks,

one has yo(0, 0, au(k)) = 0, where au(k) 6= 0. Moreover,
according to Definition 3, controllable attacks are consid-
ered as perfectly undetectable. Let Y(x(0), U(N), Ua(N))
designate the output of the I/O model in (3) over the time
window {0, 1, . . . , N − 1} that is a function of the initial
state x(0), the vector of control inputs U(N), and the vector
of actuator cyber-attack signals Ua(N). In the following, a
definition for controllable cyber-attacks in the sense of I/O
model (3) is provided.

Definition 4 (Controllable Cyber-Attack in the I/O Model):
Let au(k) 6= 0, ∀k ≥ 0. The attack signal Ua(N) in the
I/O model of the CPS (3) is designated as a controllable
cyber-attack if one has Y(0, 0, Ua(N)) = 0, ∀N ≥ 1, i.e.,
CaUa(N) = 0.

In the following theorem, we investigate conditions under
which controllable cyber-attacks in Definition 4 can be
performed on the I/O model of the CPS (3).

Definition 5: Let I = {1, . . . ,m} denote the set of all
input channels of the CPS (2). The relative degree of the
CPS (2) with respect to the q-th input channel is given by rq
if CAiBq = 0, for all i < rq − 1 and CArq−1Bq 6= 0,
for every q ∈ I , where Bq is the q-th column of B.
If for any positive integer i one has CAiBq = 0, the
relative degree with respect the q-th input channel cannot
be defined. Moreover, let Ia = {a1, . . . , ama} denote the set
of attacked input communication channels. Hence, one has
ra = min{ra1

, . . . , rama
}.

Theorem 1: A controllable cyber-attack in the sense of
Definition 4 can be executed in the CPS if there exists
a nonzero â0 ∈ ker(CAra−1Ba), such that Im(ABaâ0) ⊆
Im(Ba).

Proof: According to Definition 4, in the case of
controllable cyber-attacks, the actuator cyber-attack signal
au(k) should be designed such that CaUa(N) = 0, which
is equivalent to

CAra−1Baau(0) = 0, (5a)
CAraBaau(0) + CAra−1Baau(1) = 0, (5b)
CAra+1Baau(0) + CAraBaau(1) + CAra−1Baau(2) = 0,

(5c)
...

CAN−2Baau(0) + CAN−3Baau(1) + CAN−4Baau(2)

+ · · ·+ CAra−1Baau(N − 2) = 0. (5d)

Suppose that au(0) ∈ ker(CAra−1Ba), and there exists
â0 ∈ ker(CAra−1Ba) such that Im(ABaâ0) ⊆ Im(Ba).
Let au(0) = â0. Let us rewrite the left-hand side of
(5b) as CAra−1(ABaau(0) +Baau(1)). Consequently, since
Im(ABaâ0) ⊆ Im(Ba), one can design au(1) such that

ABaâ0 +Baau(1) = Baâ0. (6)

Hence, by substituting (6) in (5b), one can conclude that
there exists the cyber-attack signal au(1) that satisfies (5b).
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The left-hand side of (5c) can be rewritten as
CAra−1(A2Baâ0 + ABaau(1) + Baau(2)). Considering that
Im(ABaâ0) ⊆ Im(Ba) and ABaâ0 +Baau(1) = Baâ0, au(2)
can be designed in the following form

A(ABaâ0 +Baau(1)) +Baau(2) = Baâ0, (7)

which satisfies (5c).
Consequently, it can be shown that since Im(ABaâ0) ⊆

Im(Ba), there exists au(j) in the j-th equation of (5) that
satisfies

ABaâ0 +Baau(j) = Baâ0, (8)

for j ≥ 2. Therefore, there exists an au(j) that is the solution
to the j-th equation in (5). This completes the proof of the
theorem.

In [26], cyber-attacks that satisfy the condition in Defini-
tion 4, i.e., CaUa(N) = 0, are defined as “zero state inducing”
attacks. Moreover, necessary and sufficient conditions for
the existence of this type of cyber-attack based on weakly
unobservable and output-nulling reachable subspaces of the
system have been provided in [26, Theorem 3]. However,
as opposed to [26], the studied conditions in Theorem 1
rely only on A, Ba, and the first Markov parameter of the
CPS and are easier to verify and validate. In the following
corollary, the implementation of controllable cyber-attacks is
investigated.

Corollary 1: Assume that the conditions in Theorem 1
hold and let au(0) ∈ ker(CAra−1Ba). The actuator cyber-
attack signal to perform a controllable attack in the sense of
Definition 4 can be expressed as

au(k) = au(0)h(k)−B†aABaau(0)h(k − 1), (9)

for k ≥ 1, where h(k) ∈ R such that h(0) = 1 and h(k) for
k ≥ 1 can be any arbitrary function.

Proof: Let h(k) ∈ R such that h(0) = 1. Moreover,
as per Theorem 1, consider au(0) ∈ ker(CAra−1Ba) such
that Im(ABaau(0)) ⊆ Im(Ba). Consequently, au(1) can be
designed such that

ABaau(0)h(0) +Baau(1) = Baau(0)h(1). (10)

Given that the left-hand side of (5b) can be rewritten as
CAra−1(ABaau(0)h(0)+Baau(1)), (10) satisfies (5b). More-
over, since Ba is an injective map, au(1) can be uniquely
derived as au(1) = au(0)h(1)−B†aABaau(0)h(0).

Similar to au(1), one can design au(2) to satisfy

ABaau(0)h(1) +Baau(2) = Baau(0)h(2). (11)

Also, considering (10), the left-hand side of (5c) can be
rewritten as CAra−1(ABaau(0)h(1) + Baau(2)). Thus, the
given au(2) in (11) satisfies (5c). Hence, one has au(2) =
au(0)h(2)−B†aABaau(0)h(1).

Consequently, au(k) can be designed to satisfy

ABaau(0)h(k − 1) +Baau(k) = Baau(0)h(k), (12)

for k ≥ 1. Moreover, considering (12), the left-hand
side of the (k + 1)-th equation in (5) can be derived as
CAra−1(ABaau(0)h(k − 1) + Baau(k)). Given that au(k)
is designed according to (12), au(k) satisfies the (k + 1)-
th equation in (5), for k ≥ 1. Therefore, from (12) it
follows that the controllable cyber-attack signal au(k) can

be designed according to (9). This completes the proof of
the corollary.

Theorem 1 can be used to study existence of controllable
cyber-attacks in the CPS. Furthermore, one needs to know
the first Markov parameter of the CPS, i.e., CAra−1Ba, and
matrices A and Ba to investigate the proposed conditions in
Theorem 1. Hence, in the following corollary, under certain
conditions, the existence and implementation of controllable
cyber-attacks by utilizing only the Markov parameters of the
CPS are developed.

Corollary 2: Let us assume that
ker(CAra−1)

⋂
ker(CAra) = 0. Adversaries can execute

a controllable cyber-attack in the CPS according to the
Definition 4 if there exist nonzero â0 ∈ ker(CAra−1Ba) and
â1 ∈ Rma that satisfy CAraBaâ0 + CAra−1Baâ1 = 0 and
CAra+1Baâ0 + CAraBaâ1 = 0. Moreover, by considering
au(0) = â0, a controllable cyber-attack signal can be
expressed as

au(k) = â0h(k) + â1h(k − 1), (13)

for k ≥ 1, where h(k) ∈ R such that h(0) = 1 and h(k) for
k ≥ 1 can be any arbitrary function.

Proof: From CAraBaâ0 +CAra−1Baâ1 = 0, it follows
that

CAra−1(ABaâ0 +Baâ1) = 0. (14)

Moreover, having CAra+1Baâ0 + CAraBaâ1 = 0 implies
that

CAra(ABaâ0 +Baâ1) = 0. (15)

Consequently, since ker(CAra−1)
⋂

ker(CAra) = 0, it
follows from (14) and (15) that ABaâ0 + Baâ1 = 0, which
implies that Im(ABaâ0) ⊆ Im(Ba). Hence, conditions in the
Theorem 1 for existence of controllable cyber-attacks are
satisfied.

From ABaâ0+Baâ1 = 0, it follows that â1 = −B†aABaâ0.
Hence, as per Corollary 1, one can set au(0) = â0 and design
a controllable cyber attack in the following form:

au(k) = au(0)h(k)−B†aABaau(0)h(k − 1),

for k ≥ 1, where h(0) = 1 and h(k) ∈ R can be any arbitrary
function. This completes the proof of the corollary.

Remark 2: In order to find â0 and â1 in the Corollary 2,
one needs to solveCAra−1Ba 0

CAraBa CAra−1Ba
CAra+1Ba CAraBa

[â0
â1

]
=

0
0
0

 , (16)

for â0 and â1. It should be noted that if the hypothesis of
Corollary 2 holds, (16) can be easily solved by using the
mldivide MATLAB function.

IV. SECURITY EFFORT (SE) FOR CONTROLLABLE
ATTACKS

In this section, we study security effort (SE) for control-
lable attacks. The SE denotes the minimum number of input
communication channels that should be secured and kept
attack-free to prevent adversaries from executing controllable
cyber-attacks. It should be noted that the main difference
between the SE and the security index (SI) is that in SI, one
determines the minimum number of communication channels
that are needed to execute undetectable cyber-attacks.
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By utilizing Definition 4, the SE for controllable attacks
can be defined according to the following problem:

SEcont := min
La

m− rank(La)

s.t. CaUa(N) 6= 0,

for any Ua(N) 6= 0.

(17)

In (17), m− rank(La) is equal to the number of actuators
that are not under cyber-attacks. Hence, in the definition of
SE, we are minimizing the number of attack-free input com-
munication channels that prevent adversaries from finding a
nonzero Ua(N) that satisfies CaUa(N) = 0, i.e., an actuator
attack signal Ua(N) that results in a controllable attack in
the sense of Definition 4.

Adversaries can design a nonzero Ua(N) that can satisfy
CaUa(N) = 0, when rank(Ca) < (N − 1)ma. Hence, the
conditions in (17) are satisfied when rank(Ca) ≥ (N −1)ma.
The latter is utilized in the Algorithm 1 for computing the
SE for controllable attacks.

Algorithm 1 Pseudo code to find SEcont

Input: (A,B,C), and the set of all inputs S = {u1, . . . , um}
Output: SEcont, and SEmin which is the set of actuators that
should be secured

1: Initialize SEcont = m, SEmin = S, La = Im
2: if rank(CN) < (N − 1)m then
3: Set l = |S|, where | · | denotes the cardinality of a set
4: for i = 1 : 2l − 1 do
5: Create the empty set Ŝ = {}
6: for j = 1 : l do
7: if the j-th bit of the binary representation of i is

equal to 1 then
8: Add j-th member of S to Ŝ
9: end if

10: end for
11: Compromise actuators that belong to the set Ŝ, and

update La and ra accordingly
12: if rank(Ca) ≥ (N − 1)ma and m − |Ŝ| ≤ SEcont

then
13: SEcont = m− |Ŝ|
14: SEmin = S − Ŝ
15: end if
16: end for
17: else
18: SEcont = 0
19: SEmin = {}
20: end if

V. DYNAMIC CODING SCHEME

In this section, a dynamic coding scheme on the input
communication channels is developed that, under certain
conditions, can be used to prevent adversaries from perform-
ing stealthy cyber-attacks such as the controllable attacks on
the actuators. The coding scheme is designed such that hav-
ing only one secure input communication channel will result
in preventing adversaries from executing their controllable
cyber-attacks.

Plant

Command and 

Control Center

Network

Actuator 

Attack

Command and 
Control Side of 

the CPS

Network 
Layer

Network

Plant Side of the 
CPS

( )y k

( )u k

D

( )eu k

( )du k

( )ua k

Fig. 1. The architecture of the CPS and the dynamic coding scheme, where
ue(k) is the output of the encoder and ud(k) is the output of the decoder.

A. CPS Model in Presence of the Dynamic Coding Scheme

An encoder, that is denoted by E , on the command and
control (C&C) side and a decoder, denoted by D, on the
plant side of the CPS are designed. The CPS along with the
encoder E and the decoder D are depicted in Fig.1.

The dynamics of the encoder and the decoder on the input
communication channels of the CPS are governed by

E :

{
xe(k + 1) = Aexe(k) +Beu(k),

ue(k) = Cexe(k) +Deu(k),
(18)

D :

{
xd(k + 1) = Adxd(k) +Bd(ue(k) + Laau(k)),

ud(k) = Cdxd(k) +Dd(ue(k) + Laau(k)),
(19)

where xe(k), xd(k) ∈ Rne and ue(k), ud(k) ∈ Rm denote
the states and outputs of the encoder E and the decoder
D, respectively. Moreover, one has xe(0) = xd(0) =
0. The following lemma provides necessary and sufficient
conditions under which the decoder D is the inverse of E
such that once au(k) = 0, one has ud(k) = u(k), ∀k ≥ 0.

Lemma 1 ( [23]): Let au(k) = 0. One has ud(k) = u(k),
∀k ≥ 0, if and only if there exists an invertible matrix T
that satisfies the following:

DdCe + CdT = 0, T−1BdDe = Be, Dd = D−1e ,

T−1AdT + T−1BdCe = T−1AdT −BeCdT = Ae.
In presence of E and D, the dynamics of the CPS (2) can

be expressed as

x(k + 1) =Ax(k) +Bud(k) + ω(k),

y(k) =Cx(k) + ν(k). (20)

Consequently, the I/O model of the CPS (20) under noise
free conditions is derived in the following form:

Y (N) = ONx(0) + CN(U(N) + CdUa(N)), (21)
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where Cd = Γd ⊗ La and

Γd =


Dd 0 · · · 0
CdBd Dd · · · 0

...
...

. . .
...

CdA
N−2
d Bd CdA

N−3
d Bd · · · Dd

 . (22)

Assumption 1: The encoder (18) and the decoder (19) are
designed according to Lemma 1. Moreover, adversaries have
knowledge on the parameters of Γd in (22).

It should be noted that in Assumption 1, we consider the
worst case scenario for the CPS operators where adversaries
have access to the parameters of the decoder through Γd.
As can be seen from (21), due to existence of the coding
scheme, the impact of actuator cyber-attack signals shows
up as CNCdUa(N) in the sensor measurements. It should be
noted that since Γd is by definition an invertible matrix,
the dimension of ker(CN) is equal to that of ker(CNΓd).
According to Definition 4, ker(CN) determines the existence
of controllable cyber-attacks. Hence, having Γd in (21) does
not result in introducing additional controllable cyber-attacks
that can be executed in the CPS.

Definition 6 (Cyber-Attacks and the Coding Scheme):
In the I/O model of the CPS (21), let Ua(N) = C̃dŨa(N),
where C̃d is designed such that CNCdC̃d = Ca. Consequently,
the actuator cyber-attack is a controllable attack if
Ũa(N) is designed according to Definition 4 such that
CNCdC̃dŨa(N) = 0. Moreover, if one cannot execute the
controllable cyber-attacks in the CPS (20), the CPS is
considered to be secure against this type of cyber-attack.

Definition 7: Let Ia = {a1, . . . , ama} denote the set of
compromised input communication channels. The relative
degree of the CPS (20) with respect to the q-th attacked
input channel is rd

q if CAiB(DdLa)q = 0 for all i < rd
q − 1

and CArd
q−1B(DdLa)q 6= 0, for every q ∈ Ia , where

(DdLa)q denotes the q-th column of DdLa. Moreover, rd
a =

min{rd
a1 , . . . , r

d
am}.

As stated in Definition 6, the adversary’s objective is to
cancel out the impact of the dynamic coding scheme by
designing the actuator cyber-attack signals and maintaining
the cyber-attack perfectly undetectable. Hence, the design
conditions for E and D under which adversaries cannot evade
the coding scheme to maintain their cyber-attacks undetected
are discussed in the next subsection.

The following assumption holds throughout this section.
Assumption 2: In the CPS (20), there exists at least one

secure input communication channel, i.e., rank(La) < m.
In order to secure certain communication channels as

per Assumption 2, system operators can utilize encryp-
tion/decryption and authentication methods on a given chan-
nel as have been investigated in [31], [32].

B. Designing the Dynamic Coding Scheme for Securing the
CPS Against Controllable Cyber-Attacks

As per Definition 6, in order to execute the controllable
cyber-attacks, adversaries need to first eliminate the impact
of the coding scheme by designing C̃d. Hence, our objective
is to design and develop the coding scheme such that having
only one secured input channel will prevent adversaries from
having CNCdC̃d = Ca. If the latter objective is achieved, the
impact of the actuator cyber-attacks will always show up

in the sensor measurements and cannot be eliminated by
adversaries.

Theorem 2: Under Assumption 2, for any set of com-
promised and attacked input channels Ia, i.e., any La, ad-
versaries cannot perform controllable cyber-attacks in the
sense of Definition 6 if CdBd is a full rank matrix and
Im((CdBd)q) * Im((Dd)q), for q = 1, . . . ,m, where
(CdBd)q and (Dd)q are the q-th columns of CdBd and Dd,
respectively.

Proof: In case of controllable cyber-attacks, at k = rd
a

and k = rd
a + 1 one has

CArd
a−1BDdLaau(0) = 0, (23a)

CArd
aBDdLaau(0) + CArd

a−1BCdBdLaau(0)

+ CArd
a−1BDdLaau(1) = 0. (23b)

The actuator attack signal can be recast as au(1) = ac
u(1)+

ad
u(1), where ac

u(1) is designed according to the Corollary 1
for the triple (C,A,BDdLa), and ad

u(1) is designed to cancel
out the impact of the coding scheme such that it satisfies

CArd
a−1BCdBdLaau(0) + CArd

a−1BDdLaa
d
u(1) = 0. (24)

The condition (24) is satisfied if

CdBdLaau(0) +DdLaa
d
u (1) = ζâ0, (25)

where ζ is a scalar and â0 ∈ ker(CArd
a−1B). If ζ 6= 0,

CdBdLaau(0)+DdLaa
d
u (1) will show up in the next instances

of the output, i.e., k ≥ rd
a + 2. Hence, adversaries may try

to design adu (1) to satisfy (25) for ζ = 0.
There exists ad

u(1) that can satisfy (25) for ζ = 0 if
Im(CdBdLaau(0)) ⊆ Im(DdLa). Since CdBd is a square
matrix, having a full rank CdBd such that Im((CdBd)q) *
Im((Dd)q), for q = 1, . . . ,m, implies that the q-th column
of CdBd is a basis of Rm which is different from all the
columns of Dd. The latter implies that all the columns of
Dd should be accessible by the adversaries, i.e., La = Im,
to have Im(CdBdLa) ⊆ Im(DdLa). Hence, under Assump-
tion 2, if Im((CdBd)q) * Im((Dd)q), for q = 1, . . . ,m,
having any rank deficient La results in Im(CdBdLaau(0)) ⊆
Im(CdBdLa) * Im(DdLa). This completes the proof of the
theorem.

As the main implication of the proposed dynamic coding
scheme in Theorem 2, the number of actuators that should
be attacked to perform controllable cyber-attacks in the CPS
(20) is now equal to m. Hence, even if adversaries have full
knowledge of the dynamics of the CPS (1), the encoder E
in (18), and the decoder D given by (19) (as considered in
Assumption 1), the adversaries still need to compromise all
the input channels of the CPS to execute controllable cyber-
attacks.

VI. NUMERICAL CASE STUDY: FLIGHT CONTROL
SYSTEM OF A FIGHTER AIRCRAFT

The case study considered is concerned with controllable
cyber-attacks in the flight control system of a small single-
engine fighter aircraft. We obtain the dynamics of the aircraft
from [33], [34]. We consider the controllable cyber-attacks
that are described in Definition 4. The characteristic matrices

3836



of the linearized aircraft system with the sampling period of
Ts = 0.5 (s) are given by [33], [34]

A =


1.0214 0.0054 0.0003 0.4176 −0.0013

0 0.6307 0.0821 0 −0.3792
0 −3.4485 0.3779 0 1.1569

1.1199 0.0024 0.0001 1.0374 −0.0003
0 0.3802 −0.0156 0 0.8062

 ,

B =


0.1823 −0.1798 −0.1795 0.0008

0 −0.0639 0.0639 0.1397
0 −1.5840 1.5840 0.2936

0.8075 −0.6456 −0.6456 0.0013
0 −0.1005 0.1005 −0.4114

 ,

C =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0

 .
The matrix B has a full column rank and is an injective

map. In this case study, the first 3 actuators of the sys-
tem are compromised by adversaries, i.e., Ia = {1, 2, 3},
and the input channel 4 is attack free. Hence, one has
rank(La) = 3, and the actuator cyber-attack signature is
Ba = [(B)1, (B)2, (B)3], where (B)q denotes the q-th
column of B. Since C(B)q 6= 0, for every q = 1, . . . , 4,
each actuator of the system Σ = (C,A,B) yields a relative
degree equal to 1 which implies that ra = 1.

The basis of the null space of CBa is
â0 = [−0.8124, −0.4122, −0.4122]>. Given that
ker(C)

⋂
ker(CA) = 0, by utilizing Remark 2, there

exists â1 = [−0.3764, −0.3349, −0.3349]> that satisfies
CABaâ0 + CBaâ1 = 0 and CA2Baâ0 + CABaâ1 = 0.
Consequently, according to Corollary 2 and Definition 2,
adversaries are capable of performing controllable cyber-
attacks in the sense of Definition 4 and the flight control
system Σ is not left invertible. We set au(0) = â0 and as per
Corollary 2 , we design h(k) = (k + 1)2 and the actuator
attack signal in the following form:

au(k) = â0h(k) + â1h(k − 1), (26)

for k ≥ 1. As shown in Fig. 2, the sensor measurements
of the flight control system in presence of the controllable
attacks and noise are close to zero, while the state of the
system is growing unbound.

In order to make the flight control system Σ secure against
controllable cyber-attacks in the sense of Definition 6, we
design an encoder E and a decoder D with their dynamics
given by (18) and (19), respectively. The decoder D and the
encoder E are designed to satisfy the conditions in Lemma 1
such that Ad = I4, Cd = −Ce = I4, Dd = D−1e = I4,
Ae = Ad −BeCd, and

Be = Bd =

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

 .
Since the q-th column of CdBd is different from the q-th
column of Dd = I4, for q = 1, . . . , 4, it follows from
Theorem 2 that in presence of the dynamic coding scheme,
adversaries will not be able to execute controllable cyber-
attacks on the flight control system Σ. Moreover, as depicted
in Fig. 3, in presence of the proposed dynamic coding

0 5 10 15 20 25

time(s)

-0.5

0

0.5

y
(t

)

Sensor Measurements In Presence of a Controllable Cyber-Attack

Sensor 1

Sensor 2

Sensor 3

0 5 10 15 20 25

time(s)

-300

-250

-200

-150

-100

-50

0

x
(t

)

States of the Flight Control System

x
1

x
2

x
3

x
4

x
5

Fig. 2. Controllable cyber-attacks in the flight control system.
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Fig. 3. Impact of the dynamic coding scheme in securing the flight control
system against controllable cyber-attacks.

scheme, the impact of the controllable cyber-attack given
by (26) can now be observed and detected in the sensor
measurements due to their unbounded behavior.

VII. CONCLUSION

In this paper, we have addressed three main objectives re-
lated to controllable cyber-attacks in cyber-physical systems
(CPS). First, conditions under which adversaries can execute
such cyber-attacks by utilizing the Markov parameters of
the CPS and elements of the observability matrix were
investigated and developed. Moreover, a novel security met-
ric, termed security effort (SE) for controllable attacks was
introduced. SE denotes the minimum number of input com-
munication channels that must be secured to prevent adver-
saries from executing controllable attacks. Consequently, as
a countermeasure, we proposed and studied a coding scheme
on the CPS input communication channels that increases the
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minimum number of compromised channels necessary for
performing controllable attacks. With this coding scheme in
place, adversaries need to target all input communication
channels to execute controllable attacks. Therefore, CPS
operators need to secure only one input communication
channel to effectively prevent the occurrence of controllable
cyber-attacks. Extending our results to other types of cyber-
attacks such as zero dynamics attacks is a topic of our future
studies.
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[9] A. Teixeira, D. Pérez, H. Sandberg, and K. H. Johansson, “Attack
models and scenarios for networked control systems,” in Proceedings
of the 1st international conference on High Confidence Networked
Systems, 2012, pp. 55–64.

[10] Z. Zhao, Y. Yang, Y. Li, and R. Liu, “Security analysis for cyber-
physical systems under undetectable attacks: A geometric approach,”
International Journal of Robust and Nonlinear Control, vol. 30, no. 11,
pp. 4359–4370, 2020.

[11] A. Baniamerian and K. Khorasani, “Security index of linear cyber-
physical systems: A geometric perspective,” in 2019 6th Interna-
tional Conference on Control, Decision and Information Technologies
(CoDIT), April 2019, pp. 391–396.

[12] A. Baniamerian, K. Khorasani, and N. Meskin, “Determination of
security index for linear cyber-physical systems subject to malicious
cyber attacks,” in 2019 IEEE 58th Conference on Decision and Control
(CDC). IEEE, 2019, pp. 4507–4513.

[13] H. Sandberg and A. M. Teixeira, “From control system security
indices to attack identifiability,” in 2016 Science of Security for Cyber-
Physical Systems Workshop (SOSCYPS), 2016, pp. 1–6.
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