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Abstract— The problem of privacy-preserving in multi-agent
systems corresponds to prohibiting the disclosure of agents’
initial states while ensuring desired performance such as dis-
tributed average consensus. In this paper, a system-theoretic
dynamic privacy-informed framework is developed. The pro-
posed privacy framework relies on an obfuscation phase where
a dynamic mask is inserted on the agents’ state trajectories
and masked outputs are exchanged amongst agents, rendering
the physical states of an agent indiscernible by the other
agents or external curious attackers (eavesdropper adversaries).
Application of the proposed dynamic privacy scheme to well-
known problems in multi-agent systems including average
consensus and social opinion dynamics are presented.

I. INTRODUCTION

The cornerstone of most multi-agent systems is interaction
and collaboration among multiple agents to achieve a certain
common goal. The collaboration is achieved by information
and data exchange through communication networks. The
use of information and communication technologies (ICTs)
and internet of things (IoT) schemes in multi-agent systems
however comes at a price. One of the most notable issues
is the loss of data privacy. This privacy issue is important
particularly when agents carry sensitive and private informa-
tion. The privacy-preserving of exchanged data is important
in several applications such as smart energy systems where
various private information such as power outputs, incre-
mental costs, local sensitive grid operational information,
and consumers’ power usage profiles are usually exchanged
amongst distributed generation units, network operators, and
dispatch units [1]. The main question is how to preserve the
privacy of the agents’ information in a multi-agent system
framework while ensuring a desired level of performance in
reaching the common goal?

In order to address the privacy challenge and enhance
the privacy-preserving feature in multi-agent systems, sev-
eral approaches have been proposed in the literature. The
common scheme is based on differential privacy mechanisms
[2], which are the basis of most of existing privacy-related
approaches reported in the literature., e.g., [3]–[6]. The
differential privacy scheme usually relies on adding noises of
appropriate statistical properties to exchanged data to attain
the privacy guarantee. Nevertheless, corrupting the trans-
mitted information by a large amount of injected noise in
multi-agent systems might lead to the degradation of control
performance and the accuracy of reaching an agreement
amongst agents [6].
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Another well-known approach for enhancing privacy
preservation is based on data encryption approaches such
as homomorphic encryption [7], [8], multi party or third
party computation schemes [9], and distributed cryptography
techniques [10]. In these approaches, the encrypted data are
exchanged amongst agents by a communication graph and
the cryptographic method is kept private by each agent.
The main disadvantage of these methods is heavy compu-
tation/communication overhead [11].

Several studies have focused on the development of
stochastic and deterministic privacy-preserving algorithms
for the problem of average consensus in multi-agent systems
where agents’ initial states contain sensitive and private
information. Examples of these approaches include the pro-
posed differential privacy-preserving methods in [3], [4],
gossip-based algorithms in [12], the deterministic privacy-
preserving method in [13], the finite transmission event-
triggered quantized average consensus algorithm in [14],
the mask-based dynamic privacy-preserving strategy in [15],
plausible deniability in [11], state decomposition-based ap-
proach in [16], and the privacy-preserving technique in
[17] based on adding and subtracting random noises. These
approaches either suffer from heavy computational burden or
performance degradation in achieving a consensus on agents’
initial values or are based on some restrictive assumptions
on agents’ knowledge about other agents’ information or
are only limited to multi-agent systems with discrete-time
dynamics.

While the importance of the privacy-preserving of initial
conditions is well-known in the context of average consensus,
similar privacy concerns might exist for some other problems
in a multi-agent framework such as continuous-time Fried-
kin–Johnsen model (FJ model) of opinion dynamics [15].
Such models describe how an opinion forms in a social
network and the initial conditions of each agent describes
each individual’s initial opinion. Although the privacy of
agents’ initial opinion might be of importance, there are only
a few methods that have considered the privacy-enhancing in
FJ models. For instance, in [15], a system-theoretic algorithm
for the privacy protection initial opinions in a continuous-
time Friedkin–Johnsen model was developed.

This paper will address the privacy-preserving challenge
in multi-agent systems by developing a system-theoretic
privacy-informed framework. In particular, we focus on two
well-known problems in the context of multi-agent sys-
tems: (i) average consensus and (ii) continuous-time Fried-
kin–Johnsen model. The proposed dynamic privacy frame-
work relies on an obfuscation phase where a dynamic mask is
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inserted on the agents’ state trajectories and masked outputs
are exchanged amongst agents, rendering the physical states
of an agent indiscernible by the other agents or external
curious attackers (eavesdropper adversaries). In the proposed
context, the parameters of the dynamic mask applied to
each agent is local, i.e., chosen by an individual agent;
hence, improving the privacy of agents’ states. The proposed
privacy-informed framework in this paper is exact, i.e., the
convergence to the exact value (the agreement among agents)
is guaranteed.

The rest of the paper is organized as follows: Section II
briefly explains the proposed privacy-informed framework
in multi-agent systems. The applications of the proposed
framework in average consensus and continuous-time Fried-
kin–Johnsen models are investigated in detail in Section III
and Section IV, respectively. Section V presents numerical
examples. Finally, the concluding remarks are given in
Section VI.

Notations. Throughout this paper, 1n is an n× 1 vector
of ones, 0n is an n× 1 zero vector, In is an n× n Identity
matrix, and 0n×m is a zero matrix of dimension n × m.
The symbols XT , X = [xi, j], and [x] respectively denote
the transpose of matrix X , a matrix with entries xi, j, and
[x] = diag(x1,x2, . . . ,xn). For a symmetric matrix X , positive
definite and positive semi-definite operators are respectively
shown by X ≻ 0 and X ⪰ 0. We define R+ := {x ∈R |x > 0}
and R≥0 := {x ∈ R |x ≥ 0}.

II. PRIVACY-INFORMED FRAMEWORK

In a multi-agent system, agents usually aim to reach a
collective agreement that requires communication and coop-
eration amongst agents. However, such communication and
information exchanges might impose privacy concerns and
disclose agents’ sensitive and private information.

In order to enhance privacy in multi-agent systems, this pa-
per will propose a system-theoretic privacy-informed control
framework. The proposed dynamic control framework relies
on an obfuscation phase where a dynamic mask is inserted
on the agents’ state trajectories x(t)∈Rn and masked outputs
are exchanged amongst neighbouring agents, rendering the
physical states of an agent indiscernible by the other agents
or external curious attackers (eavesdropper adversaries). By
the term “dynamic”, we mean that the mask is not static and
has dynamics. In general, the masked outputs y(t) ∈ Rn are
defined as follows:

y(t) = x(t)+ p(t,x(t),π1), (1)

where p(t,x(t),π1) ∈ Rn is a continuous dynamic perturba-
tion signal that has specific dynamics and π1 is a set of the
local parameters of agents.

This paper focuses on two specific problems in multi-agent
systems including average consensus and the model of social
opinion dynamics. In both problems, the main objective is
to enhance the privacy of agents’ initial states x(0) while
reaching a collective agreement amongst agents.

III. AVERAGE CONSENSUS PROBLEM

Distributed average consensus is one of the common prob-
lems in multi-agent systems, in which agents aim to reach an
agreement on the average value of their initial states based
on collaboration amongst agents [18]. The collaboration
relies on communication and information exchanges amongst
agents. The communication and information exchange how-
ever might disclose the information of agents’ states and their
initial values.

A. Problem Statement

We consider a continuous-time multi-agent system consist-
ing of n (n ≥ 2) agents whose dynamics are mathematically
described as follows:

ẋi(t) = ui(t), (2)

for i = 1, . . . ,n, where xi(t) ∈ R is the state and ui(t) ∈ R is
the control input of agent i.

The information flow amongst agents is modeled by an
undirected graph G = (V ,E ). The node set V = {1, . . . ,n}
and the edge set E ⊆V ×V represent agents and information
exchange links, respectively. An edge (i, j)∈ E indicates that
node j can receive information from node i and vice versa.
The adjacency matrix of the underlying graph is denoted by
a matrix A with entries ai j, where aii = 0 and ai j = 1 if
( j, i) ∈ E ; otherwise, ai j = 0. The following assumption is
made on the communication graph G :

Assumption 1. The undirected graph is assumed to be
connected.

The main objective is to design a distributed average
consensus algorithm for (2) so that all agents reach an
average consensus, i.e.,

lim
t→∞

xi(t) = xave, ∀i ∈ V . (3)

where xave =
1
n ∑

n
j=1 x j(0).

For a connected undirected graph, the average consensus
in (3) is achieved under the following updating rule [19]:

ui(t) =− ∑
j∈Ni

ai j (xi(t)− x j(t)) ,∀t ≥ 0, (4)

for i ∈ V , where Ni is the set of the neighboring agents of
agent i and ai j denotes the (i, j)-th element of the adjacency
matrix A. Note that ai j ̸= 0 if and only if j ∈ Ni.

The conventional average consensus in (4) does not pre-
serve the privacy of the initial value of agents’ state, as
it requires exchanging x j(t) to neighboring agents. This
implies that an agent’s privacy (x j(0)) will be revealed to its
neighbors and all agents’ privacy will be revealed to external
eavesdroppers.

The main objective of this section is to explore a privacy-
informed average consensus algorithm that ensures the av-
erage consensus objective in (3) while simultaneously pre-
serving the privacy of the individual agent’s initial state.
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B. Privacy-informed Average Consensus Algorithm

The proposed privacy-informed average consensus algo-
rithm in this paper relies on an obfuscation phase where
a dynamic mask is used for agents’ state trajectories xi(t).
To this end, the proposed privacy-informed updating rule is
given as follows:

ui(t) =− ∑
j∈Ni

ai j (yi(t)− y j(t)) , (5)

yi(t) = xi(t)+β1,ihi(t) (6)

where β1,i ∈ π1 is a positive constant that is local to agent i
and hi(t) is an auxiliary state whose dynamics are defined
as follows:

ḣi(t) =−β2,ihi(t)+β3,ixi(t); hi,0 = hi(0) ̸= 0, (7)

for i ∈ V , where β2,i ∈ π1 and β3,i ∈ π1 are positive scalars
that are local to each agent and hi,0 ∈ π1 is the initial con-
dition of the auxiliary state hi(t) that is local to agent i. We
define x(t) = [x1(t), . . . ,xn(t)]

T and h(t) = [h1(t), . . . ,hn(t)]
T .

Also, the value of β2,i is chosen to be equal to β3,iβ1,i. The
closed-loop dynamics under the proposed distributed average
consensus control approach in (5)-(7) can be described in a
vector format as follows:

ẋ(t) =−L

x(t)+β1h(t)︸ ︷︷ ︸
y(t)

 , x(0) ∈ Rn

ḣ(t) =−β2h(t)+β3x(t), β2 = β3β1

(8)

where β1 = diag(β1,1, . . . ,β1,n), β2 = diag(β2,1, . . . ,β2,n),
β3 = diag(β3,1, . . . ,β3,n), and L is the Laplacian matrix of the
underlying communication graph. As one can observe from
(5), each agent i ∈ V communicates yi(t) with its neighbors.
As hi(t) are auxiliary variables, their initial condition can
be set at any non-zero value. Moreover, as they are local to
each agent (see the dynamics of hi(t) in (7)), their initial
conditions are local to each agent. This helps in enhancing
the privacy of the initial value of xi(0) from other agents.

Under Assumption 1, it can be shown that the state
trajectories x(t) in (8) satisfy the following condition:

1T
n x(t) = 1T

n x(0), ∀t > 0. (9)

The above equation is a conservation law for the dynamics
of (8).

The following assumptions are made on an adversarial
internal agent’s knowledge and the topology of the commu-
nication graph G .

Assumption 2. (Knowledge set of the adversary): It is
assumed that an adversarial internal agent i ∈ V has knowl-
edge about (i) signals that it receives from its neighbors, i.e.,
y j(t) = x j(t)+β1, jh j(t), j ∈Ni, ∀t ≥ 0 and (ii) (xi(t),yi(t)),
∀t ≥ 0.

Assumption 3. (Incapacity of the adversary’s knowledge): It
is assumed that an adversarial internal agent i ∈ V does not
have knowledge about (i) the set π1 (the value of β1, j, β3, j,

and the initial value of h j,0 for j ̸= i), (ii) output trajectories
y j(t), j /∈Ni, and (ii) the adjacency matrix A of the network
(network topology).

Assumption 4. (No overlapping neighborhood in G ): {Ni∪
{i}}⊈ {N j ∪{ j}}, ∀i, j ∈ V , i ̸= j.

Assumption 4 enforces a condition on the design of the
topology of the communication graph G , ensuring that node
i ∈ V does not have complete information about other nodes
in the graph. It is worth mentioning that Assumption 4 has
been used in other privacy-related studies, e.g., [15] and [17].

The main purpose of the output masks y j(t) is to offset
the agent’s initial condition (x j(0)) so that an eavesdropping
attacker, either external or internal, cannot reconstruct it. Due
to Assumption 3 (i), the problem of estimating x j(0) from the
exchanged output y j(t) cannot be cast as a state observability
problem. However, it can be considered as a joint system
identification and state observability problem. In fact, de-
tecting agents’ initial states requires the identification of the
dynamics of the auxiliary state h j(t) and the parameters of
output masks (e.g., β1, j) as well as a state observer. We then
use the definition of “indiscernibility” in [15] that refers to
the infeasibility of this joint identification and observability
problem.

C. Stability and Indiscernibility Analysis

It can be shown that the closed-loop dynamics in (8) has
a continuum of equilibria in the form of x̄ = 1nα and h̄ =
β
−1
1 1nα , where α ∈R in which there is a unique equilibrium

point x̄ = 1nxave and h̄ = β
−1
1 1nxave corresponding to every

initial state value x(0), i.e., α = xave.

Lemma 1. All agents under the closed-loop dynamics in (8)
globally asymptotically reach an average-consensus. More-
over, under Assumption 2-Assumption 4, the system in (8)
guarantees the indiscernibility of the agents’ initial condition
x(0).

Proof: Let x̄ = 1nxave and h̄ = β
−1
1 1nxave be an equi-

librium of (8). We choose the following quadratic Lyapunov
function:

V1 =
1
2
(x(t)− x̄)T L+(x(t)− x̄)

+
1
2
(h(t)− h̄)T

β1β
−1
3 (h(t)− h̄),

(10)

where L+ is the generalized inverse of L. Note that V1 ≥ 0
and (β1β

−1
3 )T = β1β

−1
3 . Also, as 1n is in the kernel of L+,

i.e., L+1n = 0n, V1 = 0 implies that x(t)− x̄ = 1nx∗, where
x∗ is a scalar. However, according to the conservation law in
(9), it can be shown that x∗ = 0. As a result, V1 = 0 if and
only if x(t) = x̄ and h(t) = h̄.

The time derivative of V1 in (10) along with the closed-
loop trajectories in (8) is obtained as follows:

V̇1 =−(x(t)− x̄)T (x(t)− x̄)−(h(t)− h̄)T
β

2
1 (h(t)− h̄). (11)

Note that in the derivation of V̇1 in (11), we have used
the fact that L+L = In − 1

n 1n1T
n [20] and 1T

n (x(t)− x̄) = 0;
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∀t ≥ 0. As V̇1 < 0, x(t) globally asymptotically converges to
x̄ = 1nxave.

For the indiscernibility analysis, we consider the case
where an eavesdropping agent j aims to estimate xi(0),
i ̸= j. One approach is to identify the masked output yi(t)
and the local parameter of the agent i. Nevertheless, based
on Assumption 2, agent j has only access to the set of
Mi j = {Ni ∪ {i}} ∩ {N j ∪ { j}} of all output trajectories
entering into the right hand side of (5). As a result, the system
identification for (5) cannot be correctly carried out. Another
approach for agent j is to find xi(0) as follows:

xi(0) = x̄i −
∫

∞

0
(− ∑

j∈Ni

ai j (yi(t)− y j(t))), (12)

where x̄i = xave is available to agent j. However, due to
Assumption 4, agent j cannot correctly estimate the integral
in the right hand side of (12) (see Corollary 1 in [17]). As
Assumption 4 holds for all agents, xi(0) is indiscernible.

IV. CONTINUOUS-TIME FRIEDKIN–JOHNSEN MODEL

Consider a continuous-time Friedkin–Johnsen model de-
scribed as follows:

ẋ(t) =−(L+Θ)x(t)+Θx(0), (13)

where L is a Laplacian matrix and Θ = diag(θ1, ...,θn),
θi ∈ [0,1]. As one can observer from (13), the conventional
Friedkin–Johnsen model does not preserve the privacy of the
initial opinions, i.e., x(0). Note that if Θ= 0n×n, the FJ model
reduces to the classical average consensus.

In the following, the conventional Friedkin–Johnsen model
will be modified by adding a privacy-informed feature.

A. Privacy-informed Friedkin–Johnsen Model

The proposed privacy-informed Friedkin–Johnsen model
is based on the following updating rule:

ẋ(t) =−(L+Θ)y(t)+Θy(x(0)), (14)

where
y(t) = x(t)+β1h(t),
ḣ(t) =−β2h(t)+β3x(t),

(15)

and β1 ∈ Rn×n and β3 ∈ Rn×n are diagonal matrices
with positive diagonal elements, β2 = β3β1, and y(0) =
x(0)+β1h(0), where h(0) is the initial values of h(t). In
(15), the diagonal entities of β1 and β3, i.e., β1,i ∈ π1,
and β3,i ∈ π1 are positive scalars local to each individual.
Moreover, hi(0) ̸= 0 for i = 1, . . . ,n

B. Stability and indiscernibility Analysis

If L is irreducible and there exists at-least one non-
zero θi, the privacy-informed Friedkin–Johnsen dynamic
model in (14) and (15) has a unique equilibrium of x̄ =
(L+Θ)−1Θx(0) and h̄ = β3β2

−1(L+Θ)−1Θx(0). Denoting
x̂(t) = x(t)− x̄ and ĥ(t) = h(t)− h̄, then (14) and (15) are
expressed in the new coordinates as follows:

˙̂x(t) =−(L+Θ)
(
x̂(t)+β1ĥ(t)

)
,

˙̂h(t) =−β2ĥ(t)+β3x̂(t), β2 = β3β1
(16)

Lemma 2. The origin of the closed-loop system in (16) is
globally asymptotically stable.

Proof: We consider the following quadratic Lyapunov
function:

V2 =
1
2

x̂T (t)(L+Θ)−1x̂(t)+
1
2

ĥT (t)β1β
−1
3 ĥ(t). (17)

The time derivative of the proposed Lyapunov function V2 is
obtained as follows:

V̇2 =−x̂T (t)x̂(t)− ĥT (t)β 2
1 ĥ(t) (18)

Since V̇2 < 0; ∀ x̂(t) ̸= 0n and ĥ(t) ̸= 0n, the origin of the
closed-loop system in (16) is globally asymptotically stable.

Remark 1. Similar to the case of the average consensus in
Section III-C, it can be shown that the proposed dynamics
in (14) and (15) ensure the indiscernibility of agents’ initial
condition x(0) under Assumption 2-Assumption 4.

V. NUMERICAL EXAMPLES

In this section, two numerical examples are presented to
illustrate some key results of the proposed privacy-preserving
techniques.

Example 1. In this example, we consider the problem of
average consensus in a multi-agent system composed of
n = 5 agents. The communication topology amongst agents
is described by an undirected graph with the following
Laplacian matrix:

L =


2 −1 −1 0 0
−1 2 0 −1 0
−1 0 2 0 −1
0 −1 0 2 −1
0 0 −1 −1 2

 . (19)

The initial value of the states of agents are x(0) =[
1 2 3 4 5

]T ; hence, xave = 3. The initial values of
h(t) are randomly selected in the interval (0,10]. The control
parameters are chosen as follows:

β1 = diag(10,8,9,5,4), β3 = diag(5,8,6,5,4), β2 = β3β1.

The graph topology based on the Laplacian matrix in (19)
satisfies Assumption 4. Fig. 1 depicts the agents’ physical
state errors x(t)− 1

n ∑
n
i=1 xi(0), masked outputs y(t), and

auxiliary states h(t), with the proposed control strategy in
(5). As one can observe from Fig. 1(b) and (c), the intro-
duction of h(t) scrambles the initial conditions of agents’
states; hence, it enhances the privacy-preserving feature in
the average consensus problem.

Example 2. In this example, we consider a continuous-time
Friedkin–Johnsen model of n = 34 agents. The initial values
of the agents’ state x(0) are chosen randomly in the interval
[−3,7]. The results shown in Fig. 2 indicate that while the
masked outputs y(t) are exchanged among agents (see Fig. 2
(c)) x(t) converges to x̄ = (L+Θ)−1Θx(0) (see Fig. 2 (a)).
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Fig. 1. Privacy-preserving average consensus in Example 1. (a) State error x(t)− x̄; (b) auxiliary states h(t); (c) masked outputs y(t); (d): initial conditions
x(0) vs. x(0)+β1h(0).
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Fig. 2. Privacy-preserving continuous-time Friedkin–Johnsen model in Example 2. (a):State error x(t)− x̄; (b) auxiliary states h(t); (c) masked outputs
y(t); (d): initial conditions x(0) vs. x(0)+β1h(0).

VI. CONCLUSION

This paper focuses on the enhancing of privacy in multi-
agent systems with a particular emphasis on the problems
of average consensus and continuous-time Friedkin–Johnsen
model. A system-theoretic scheme is introduced which is
based on introducing a dynamic mask whose dynamics and
initial conditions are local to each agent. The proposed
masks are inserted on the agents’ states and masked data
are exchanged among agents, boosting the privacy of the
physical states of an agent from the other agents or eaves-
dropper adversaries. Simulation results are given to evaluate
the performance of the proposed results in this paper.
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