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Neural Distributed Controllers with Port-Hamiltonian Structures
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Abstract— Controlling large-scale cyber-physical systems ne-
cessitates optimal distributed policies, relying solely on local
real-time data and limited communication with neighboring
agents. However, finding optimal controllers remains chal-
lenging, even in seemingly simple scenarios. Parameterizing
these policies using Neural Networks (NNs) can deliver good
performance, but their sensitivity to small input changes can
destabilize the closed-loop system. This paper addresses this
issue for a network of nonlinear dissipative systems. Specifically,
we leverage well-established port-Hamiltonian structures to
characterize deep distributed control policies with closed-loop
stability guarantees and a finite L5 gain, regardless of specific
NN parameters. This eliminates the need to constrain the
parameters during optimization and enables training with
standard methods like stochastic gradient descent. A numer-
ical study on the consensus control of Kuramoto oscillators
demonstrates the effectiveness of the proposed controllers.

I. INTRODUCTION

Distributed control of large-scale systems presents
formidable challenges even in seemingly basic scenarios due
to the constrained flow of information in real-time. Particu-
larly, Witsenhausen’s counter-example [1] demonstrated that,
even under apparently ideal conditions (i.e. linear dynamics,
quadratic loss, and Gaussian noise), a nonlinear distributed
control policy can outperform the best linear one. A stream
of works such as [2] has provided necessary and sufficient
condition, namely, Quadratic Invariance (QI), under which
the distributed optimal controller is linear and corresponds
to solving a convex optimization problem. However, real-
world systems often violate QI assumptions due to inherent
nonlinearities, non-convex control costs, or privacy limita-
tions [3]. This necessitates venturing beyond linear control
and exploring highly nonlinear distributed policies, such as
those parametrized by Deep Neural Networks (DNNs).

DNNs have proved their capabilities in learning-enabled
control [3]-[7], and system identification [8]-[15] of non-
linear dynamical systems. Indeed, NN control has been
applied in diverse application domains, such as robotics [4],
epidemic models [16], safe path planning [6], and Kuramoto
oscillators [17]. Existing approaches to NN control design
also include modelling the system under control as a NN
from data [18]-[21]. Nevertheless, NNs can be susceptible
to small changes in their inputs [22]. This fragility can easily
translate to neural control policies, potentially jeopardizing
the stability of closed-loop systems [10]. Moreover, the large
number of parameters and intricate interconnections within
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NNs make it difficult to verify them for safety certificates
and use them in large-scale safety-critical applications [6].

In this paper, we leverage well-established port-
Hamiltonian (pH) system framework [23] to parametrize
distributed DNN control policies that are inherently endowed
with a finite £o gain regardless of the choice of trainable
parameters. This results in an unconstrained optimization
problem for DNN control design solvable using standard
gradient-based methods such as stochastic gradient descent
or its variants. This eliminates the need for computationally
expensive approaches such as projection of weight matrices
or constrained optimization techniques. Therefore, if the un-
derlying system to be controlled is dissipative, the proposed
DNN controllers guarantee closed-loop Lo stability both dur-
ing and after the training. Moreover, the learned distributed
policies are optimal in the sense that they minimize an
arbitrary nonlinear cost function over a finite horizon.

Related work DNNs have shown promise in designing
both static and dynamic distributed control policies for large-
scale systems. Notably, Graph Neural Networks (GNNs)
have achieved impressive performance in applications like
vehicle flocking and formation flying [24]-[27] thanks to
their inherent scalable structure. However, guaranteeing sta-
bility with general GNNs remains challenging, often re-
quiring restrictive assumptions like linear, open-loop stable
system dynamics or sufficiently small Lipschitz constants
[27]. Such limitations can be impractical, potentially leading
to system failures during the training phase before an optimal
policy can be found [28], [29]. Some remedies to rectify
this problem include improving an initial known safe policy
iteratively, while imposing the constraint that the initial
region of attraction does not shrink [30]-[32], and lever-
aging integral quadratic constraints to enforce closed-loop
stability of DNN controllers [33]. However, these approaches
explicitly constrain the DNN weights, which may lead to
infeasibility or hinder the closed-loop performance. In con-
trast, our proposed method based on free parameterizations
provides the same scalability as GNNs without imposing any
constraints on the weight matrices to guarantee closed-loop
stability. Although previous work explored stable-by-design
control based on mechanical energy conservation [34], [35],
these methods are limited to specific systems (e.g., SE(3)
dynamics). On the other hand, our approach applies to a
wider range of nonlinear systems.

Recently, the notion of free parametrization has emerged
for learning-enabled control, where an NN controller is
trained to ensure its weight matrices satisfy specific con-
straints (e.g., semi-definite programs) by design. This allows
us to bypass computationally expensive post-verification rou-

8633



tines. Based on this approach, the framework of Recurrent
Equilibrium Networks (RENs) has been proposed in [10].
RENSs are a class of neural discrete-time nonlinear dynamical
models that ensure built-in stability and robustness. Notably,
they possess the unique property of satisfying desired integral
quadratic constraints regardless of their weight matrices. De-
spite their flexibility, RENs face several limitations. Firstly,
they are restricted to capturing dynamics with quadratic stor-
age functions, limiting their expressiveness for complex sys-
tems. Secondly, the free parameterization approach in [10],
[36] cannot be directly applied to distributed systems where
sparsity patterns in weight matrices are crucial. In contrast,
our NN framework based on pH structures offers several
advantages. It allows the use of arbitrary nonlinear storage
functions to capture more complex dynamics. Additionally,
it seamlessly integrate desired sparsity patterns into the
weight matrices, enhancing flexibility without compromising
stability and performance. Building on RENs, the work
[37] presents an unconstrained parametrization approach
for interconnecting subsystems with finite Lo gain, while
guaranteeing the Lo stability of the overall system. However,
this approach is limited to quadratic storage functions for
subsystems, constraining the flexibility and generalization.
Although [3] presented a similar distributed NN framework
based on pH systems that ensure passivity by design but not
a finite Lo gain for the closed-loop system which is instead
our main result. Unlike passivity, a finite £ gain guarantees
stability even in the presence of external disturbances or
modeling errors, which is crucial for safe operation in
uncertain environments [23], [38].

Contributions The main contributions of this paper can
be summarized as follows:

1) We provide a free parametrization of distributed con-
trollers that can seamlessly incorporate sparsity in their
weight matrices and are inherently endowed with a
finite Lo gain.

2) Our approach overcomes the limitation of being re-
stricted to specific storage functions (e.g., quadratic),
enabling its application to a broader range of nonlinear
control problems.

3) We demonstrate the efficacy of our learning-enabled
controllers on a benchmark consensus problem for
Kuramoto oscillators.

Organization: Following the Introduction, Section II pro-
vides some preliminaries and the problem formulation. In
Section III, we provide a free parametrization of neural
distributed controllers via Hamiltonian structures endowed
with a finite Lo gain regardless of the choice of weight
matrices. Finally, the performance evaluation of our NN
controllers is conducted in Section IV, whereas Section V
concludes the paper.

Notation: Let G = (V,£) be an undirected graph with
nodes V = {1,..., N} and edges &, and let P € {0,1}V*¥
be the corresponding adjacency matrix. For a binary mask
M € {0,1}*", we denote W € blkSparse(M) if
W is a block matrix and M;; = 0 = W;; = 0.

A =blkdiag(A;) represents a block-diagonal matrix with
matrices Ag, A1,...,A; on the diagonal. The set of non-
negative real numbers is R, and the standard Euclidean
2-norm is denoted by || - ||. We represent the set of R”-
valued Lebesgue square-integrable functions by £ := {v :
[0,00) = R™[|[v]|3 := [~ v(t) Tv(t)dt < co}. We omit the
dimension n whenever it is clear from the context. Then,
for any two v,w € L5, we denote the L£5-inner product as
(v,w) == [y v(t)Tw(t)dt. Define the truncation operator
(Pro)(t) == v(t) for t < T; (Prv)(¢) := 0 for ¢t > T,

and the extended function space £, := {v : [0,00) —
R™Prv € Lo,VT € [0,00)}. For any linear space U
endowed with a norm | - |y, we define a Banach space

Lo (U) that consists of all measurable functions f : Ry — U
such that [;°[|f(¢)||3dt < oo. Throughout this paper, a
system will be specified by an input-output map ¥ : £5, —
L8, satisfying 3(0) = 0. Given two systems X; and o,
the standard negative feedback configuration between them
is denoted by X1 || yXo, see Fig. 2. The maximal eigenvalue
of a matrix A is represented by A(A).

II. PRELIMINARIES AND PROBLEM FORMULATION

We consider a network ¥; of N € N coupled nonlinear
subsystems, each endowed with a feedback control policy.
Let Gs = (Vs,&s) represents the graph associated with the
couplings among subsystems, and let P; be its corresponding
adjacency matrix. Then, each subsystem is governed by

CfEi(t) = fi (@), (), wi(t))
Pod { yi(t) = h(z(t)), VieV,

where z; € X; C R™ is the state, u; € U; C R™
is the input, and y; € ); C RP:i is the output of the
subsystem X ;, respectively. We define Z; as a stacked vector
of states of the 1-hop neighbors of subsystem ¢ according
to G, i.e. all subsystems that influence z;. We assume
there exists a unique solution trajectory x;(-) on the infinite
time interval [0,00) of the differential equations (la) for
all initial conditions z;(0) € A; and w;(-) € L2 (U;), and
Yi(+) € L2c(V;). We assume that the distributed system X
is dissipative according to the following definition.

Definition 1 (Dissipativity, [23]): The subsystem X ; is
called dissipative w.r.t. to a supply rate s; : U; x V; — R, if
there exists a smooth storage function V; : X; — R, such
that

(Ta)
(1b)

Vi(zi(t) < si(wi(t), yi (1)),

or equivalently,

vte Ry,

Vili(r) — Vil (0)) < / " sCualt), ya(1))dt |

for every input signal u;(t) € U;, output signal y;(t) € Y
and every 7 > 0. Moreover, the choice of supply rate leads
to different notions of dissipativity, for instance,
o if p; = my, and s;(wi(t), yi(t)) = wi(t) Tyi(t), then
system X ; is passive;
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Fig. 1: An example of a large-scale system >, and a
distributed controller ¥, for N = 4. The solid lines represent
interactions between the subsystems of 3, and the dashed
lines represent the flow of information between the system
Y5 and the controller ..

o if p; = my, and s;(ui(t),yi(t) = wit)Tyi(t) +
€|ly:(t)]], then system X ; is e-output strictly passive
for € > 0;

o if 5;(ui(t),yi(t)) = ¥?||uwi(t)| + ||lyi(t)|, then system
Y, has finite £o gain, i.e. ||y;(t)]] < v|lu;(¢)||+ 0 for
some non-negative constants -, b.

Recall that e-output strict passivity also implies a finite Lo
gain not larger than 1/e [23]. Note that the storage function
V() can be interpreted as the stored “energy” in the system
w.r.t. a single point of neutral storage (minimum energy).

The distributed control of large-scale systems presents a
major challenge: local controllers at each subsystem wu;(t)
can only access real-time information from a limited set
of neighbors, dictated by a communication network G..
This network is represented by an adjacency matrix P, €
{0, 1}V*N where P,,, = 1 for every i € V. In this
paper, our goal is to develop distributed dynamic feedback
controller 3. represented by the pairs (x;(-),mi(-)),i € V
defining local controllers

5 {ém = Xi(&(0), 5 (1),
) =m0, 5(0)

where &; is the state of X.,, and §;(¢) is a stacked vector
of outputs from the neighbouring subsystems based on the
communication graph G.. An example of a communication
graph between the controller 2. and the distributed systems
3¢ is illustrated in Fig. 1. Moreover, the control policies
parametrized by 3. should be optimal in the sense that they
minimize an arbitrary real-valued cost function

& €Ei CRY,
@)

ela(t), u(t) = / We) ut)d @)

for a finite horizon 7' € R,, where c is differen-
tiable almost everywhere. The bold-faced signals x(t) =
[z],...,28] " u() = [u],...,u}]" represent concate-
nated local states and local inputs, respectively. Finally,
we assume that the set of tuples {(x;(),m())},i € V
is parametrized by some NNs with trainable parameters
0; € R% for i € V. We define 8 = (61,...,0x).

Besides designing optimal control policies, ensuring the
stability of the closed-loop || 3. formed by the distributed
system X, and the NN controller ¥, is equally crucial. To
address this issue, we focus on achieving L, stability for the

€1 uy Y1
2

Y2 2 9 Uy €2

Fig. 2: Standard feedback interconnection || s Xo.

closed-loop system ¥|| s ., leveraging the following results.

Theorem 1 ( [23]): Consider
Y1||sX2 given in Fig. 2.

the closed-loop system

e (small gain condition) Assume the existence of the Lo

gains Lo(X1) < 71, and L9(33) < 2. Then, the

closed-loop system X || ¢ X5 is stable with an £y gain
72 < L

e (strict output passivity) Assume that, for any e; €

/326(1/{1) and €y = 0, 21 : Ege(bﬁ) — Ege(y1) is €1-

output strictly passive, and Xo : Lo (Us) — Loe(V2)

is passive. Then, || s X, for e; = 0 with input e; and

output y; has Lo-gain < 1/¢;. [ |

Our goal is to train control policies for large-scale systems

that address three key requirements:

i) Limited information access: The policies must operate
with restricted local information.

ii) Optimal performance: They achieve optimal behavior
by empirically minimizing an arbitrary user-defined
cost function.

iii) Guaranteed stability: The closed-loop system is Lo
stable.

This can be formulated as the following optimization pro-
gram

s
. 1 &
min & ’; c(z,u;0,xq) 4)
s.t. system dynamics X
&) = xi(&i, 0 (1), 0,), &)

ui(t) = mi(&, 9i(t),0:), Vie, (6)
(5) — (6) has a finite Lo gain,¥0 € RY,  (7)

where S is the number of given initial conditions for ;. The
primary challenge of this optimization problem lies in finding
the parameters @ such that the distributed controller (5)-(6)
has a finite Lo gain without jeopardizing the standard NN
training routines and without increasing the computational
complexity. The next Section presents a novel method that
tackles this challenge effectively.

Remark 1 (Passivity by design): While achieving passiv-
ity by design for the closed-loop system is considered in [3],
it may not always ensure stability, especially when controlled
system interacts with a passive, but else completely unknown
environment. In fact, the converse of the passivity theorem
tells us that the controlled system must be output strictly
passive as seen from the interaction port of the controlled
system with the environment [38].
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ITI. NEURAL L5-STABLE HAMILTONIAN CONTROLLERS

To address the L, constraint (7) in the optimization
program (4)-(7), two common approaches [6] involve con-
strained optimization or projection of @ onto a set ©, such
that the NN controller 3. has a finite £, gain. However, these
methods can be computationally burdensome, hence limiting
the class of controllers that can be used. To circumvent this,
we propose a free parametrization approach which involves
designing a class of input-output operators that inherently
possess a finite £o gain for any choice of weight matrices
6. This enables us to seamlessly employ unconstrained
optimization methods such as stochastic gradient descent and
its variants to solve (4)-(7). To achieve this, we leverage
the well-established port-Hamiltonian framework [23] to
parametrize controllers X, with guaranteed finite Lo gains.

Consider the following neural distributed pH controller
with N sub-controllers endowed with some trainable param-
eters

. OH.,
E() = 1.~ (oI + 8 (6.0 + Gy
oyt OH,
u(t) = G, O€ “(€,9) ,
(8)
where £ € ZE C R* u clU. CR*",y €Y. CR™a

stacked vectors of NN controllers’ states, outputs, and 1nputs,
respectively. The interconnection matrix J. = —J| =
blkdiag(J;) is skew-symmetric. The dissipation rate of
Ypm is determined by the damping matrix ol + A, where
a € Ry, and A = diag(e?) € R” is a diagonal matrix
for some free vector d € R"c. The input matrix G, =
blkSparse(P.) is full rank, where P, is the underlying
adjacency matrix of the communication topology.! Moreover,
the “energy-like” Hamiltonian function H, : R"¢ — R of
Y is the algebraic sum of all NV controllers’ energies
H;, ie. H.(§) = > ,cy Hi(&(t)), where we assume that
all functions H; are continuously differentiable and radially
unbounded.

Our main result concerns a free parametrization of the NN
controller X, that guarantees a finite Lo gain regardless
of the choice of its trainable parameters. These parameters,
collectively denoted by 6, encompass the weight matrices
{J:, A, G, 0}

Theorem 2: Given a constant € > 0, let o = eA(G.G/).
Then, the NN controller X, 5

e is e-output strictly passive, and

e has a finite £o-gain < 1/e. |

The detailed proof of Theorem 2 is provided in the accom-
panying technical report [39]. In simple words, Theorem 2
implies that for any free choice of trainable parameters 6, one
can always choose sufficiently large damping « such that the
controller Y. is e-output strictly passive, and consequently,
the map from y(¢) — w(¢) has a finite Lo gain. Therefore,
one can leverage Theorem 2 and invoke Theorem 1 to ensure

'Decentralized control is achieved by setting G = blkdiag(G;) in
(8), making each sub-controller independent of the state if other subsystems
or controllers.

closed-loop stability in cases where the system X is passive
(strict output passivity) or has a finite Lo gain (small gain
condition).

While we assume that the large-scale system X is passive
from w(t) to y(¢) in our simplified setting, passivity truly
holds only if all subsystems are individually passive (from
u;(t) to y;(t)) and the interconnection is power-conserving
(e.g. skew-symmetric [40]). For deeper insights into pre-
serving passivity and £, gain in large-scale interconnected
systems, refer to [40]. Moreover, we defer the reader to [39]
for a note on the training methodologies of these controllers.

Remark 2 (Selection of Hamiltonian): We impose mini-
mal restrictions on the Hamiltonian function H.(&,0), i.e
differentiability and radial unboundedness. This flexibility
allows for diverse choices, including simple quadratic func-
tions, multi-layer perceptrons (MLPs), or even Hamiltonian
deep neural networks (as in [41], [42] for representing H.).
Importantly, our results hold irrespective of the choice.

Remark 3 (Communication among sub-controllers):

Note that our framework can seamlessly incorporate
communication graphs among the sub-controllers without
loss of generality. In fact, the work [3] provides a systematic
approach to interconnect sub-controllers while preserving
the dissipativity of the closed-loop. For specific details and
an example, we defer the readers to [3, Theorem 3].

IV. SYNCHRONIZATION IN KURAMOTO OSCILLATORS

To showcase the efficacy of our NN control framework,
we consider the problem of synchronization in Kuramoto
oscillator model. Indeed, this problem is pervasive for inves-
tigating collective synchronous behaviors in several applica-
tions. For example, locking of circuit oscillators, frequency
synchronization in power grids [43], collective motion of
self-propelled vehicles, and opinion synchronization in social
networks. The interested readers are deferred to [44] and
references therein for more details.

A Kuramoto model consists of a population of N oscilla-
tors whose dynamics are

N

where ¥; is the phase and w; is the natural frequency of
i—th oscillator, respectively. Moreover, K is the coupling
strength and P;; are the adjacency matrix components of
the underlying (undirected) network. While the NN control
of Kuramoto oscillators has been considered in [17], their
approach lacks closed-loop stability guarantees, which might
lead to undesirable system behavior.

Let all the oscillators at ¢ = 0 be initialized in the set D :=
{9,9; s.t. |9; —9;| < § Vi,j = V}. Then, by constructing
the dynamics of the angular frequencies and differentiating
the Kuramoto model (9), one obtains

Z P;; cos(V

—9),1€V, )

P, sin(d

- Hult 95)(D; — 95

(10)
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By the change of variables ¥; = x; in (10), we have

Zpljgj'l

Kul

z;), (1D

ii:I/,

Yi = Ty,

where g;; = cos(Y; —v;). One can show that the system (11)
is passive w.r.t. the storage function V(x) = %SUT:IJ, where
x = [z1, ... xn]" is the concatenated vector representing
the angular rates of the oscillators [45]. Our goal is the phase-
synchronization of (11) at some final time 7" > 0, that is,

|z;(T) — z;(T)| =0for P, ; =1,

while guaranteeing the closed-loop stability both during and
after the training. Thus, our objective can be formulated as
the following optimization problem

(t);0,x0) s.t. the closed-loop is Lo stable

T
% /o %: Py sin®(9;(s) — 0i(s))

+ Bllu(s)|3ds

where the regularization term [3.

We choose the parametrization of the neural pH controller
(8) with trainable parameters of appropriate dimensions,
J. = blkdiag(J;), G. = blkSparse(P), and the
Hamiltonian function H,. as

H.(§)

where 1 is a vector of all ones. Note that unlike RENS,
where the storage function is always quadratic, our choice
of Hamiltonian function is nonlinear. Moreover, one can also
analytically compute the closed-form solution of the Jacobian
of (12) for each sub-controller as

(€0 =

We trained the NN controller with the standard adjoint
method and Forward Euler as the discretization scheme [46].
The training is performed with 500 epochs using Adam
[47] with a learning rate of 5e — 3. We choose ¢ = 0.85
and the finite horizon 7' = 3.0. To measure the degree of
synchronization in the network, we introduce the metric

Z cos(¥;(t)

Note that a value of r(¢) = 1 indicates that all oscillators
have the same phase. The closed-loop response of (11)
and (8) after the training is provided in Fig. 3, which
demonstrates the synchronization for different communica-
tion topologies. Particularly, we study the controller per-
formance on a complete graph (grey lines, Fig. 3a), an
Erdos-Rényi network G(N,p) with p = 0.3 (blue lines,
Fig. 3b), a square lattice (green lines, Fig. 3c), and a
Watts—Strogatz network with degree £k = 5 and a rewiring
probability of 0.3 (red lines, Fig. 3d) taken from [16]. All

ngn c(x(t),u

c(®(t), u(t), zo) =

= log (cosh[blkdiag(K;)€]) " 1, (12)

K tanh(K;&), Vie V.

r(t) —0i(1), Vi, jeV.

networks consist of N = 64 oscillators. As shown, the NN
controller effectively drives the oscillators to consensus (all
r(t) reach 1). Furthermore, we observe that consensus is
maintained even after the finite-horizon 7" = 3 used for
optimization, demonstrating the closed-loop stability.?

V. CONCLUSION

Neural distributed control of large-scale nonlinear systems
can pose several challenges, such as guaranteeing closed-
loop stability in an uncertain environment. To tackle this
issue, we have proposed a free parametrization of neural
distributed controllers via Hamiltonian structures that pre-
serve closed-loop stability and guarantee a finite Lo gain,
regardless of NN parameters, for arbitrarily large networks
of nonlinear dissipative systems. We demonstrated that near-
optimal performance can be achieved by parametrizing deep
nonlinear storage functions for the controllers. Moreover,
these NN structures can be leveraged for nonlinear system
identification from data, where the identified neural models
are stable by design and have a finite L5 gain. Further
efforts will be devoted to exploring discretization schemes
to preserve the Lo gain and, consequently, implementing the
NN controllers on digital systems.
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