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Abstract— In this article, we discuss how a three-level
closed quantum system with dispersed parameters can be
steered between eigenstates via a scalar control. The tech-
nique exploits a dynamical decoupling of the control based on
the rotating wave approximation, which works under suitable
conditions on the spectral gaps of the system and on the
bounds on the parameter dispersion. We test numerically the
sharpness of the conditions on several examples.

I. Introduction
Let us consider a continuum of three-level system

described by the Schrödinger equation

iψ̇(t) = (H(α) + ω(t)Hc(δ))ψ(t), (1)

where ω(·) is a real-valued control. Here the Hamiltonian
H(α) is determined by an unknown parameter α taking
values in a closed and connected subdomain D of Rm

(m ≥ 1). We assume that H(α) has the structure

H(α) =

λ1(α) 0 0
0 λ2(α) 0
0 0 λ3(α)


where λ1(·), λ2(·) and λ3(·) are all continuous functions
from D to R. The matrix Hc(δ) is self-adjoint and
describes the control coupling between eigenstates of the
system

H(δ) =

 0 δ12 δ13
δ12 0 δ23
δ13 δ23 0

 ,

where δjk belongs to some closed interval Ijk = [δ0jk, δ
1
jk]

in R.
Previous results on the ensemble control problem deal

mainly with the controllability of a two-level system with
an unknown dispersion in its frequency and an unknown
strength of coupling by its control. The controlled
Hamiltonian in that case is given by

H(t) =

(
E + α ω(t)
ω̄(t) −E − α

)
. (2)

In [1], [2], and [3], the authors considered system (2)
steered by bounded complex controls. By using Lie
algebra and adiabatic following arguments, a uniform
control can be constructed to steer the system from a
common initial state to an arbitrary set of target states
continuously parameterized by (α, δ). An extension of
these results to the case of real bounded controls has been
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obtained in [4]. Let us also mention [5], [6], [7] for some
further results on ensemble control of quantum systems
by adiabatic motion and [8], [9] for related ensemble
stabilization problems for two-level quantum systems.

In this work we extend approaches previously pro-
posed in [4] to three-level systems and underline the
necessity of additional conditions due to the presence of
a third state. In such a constructive approach, a rotating
wave approximation and an adiabatic approximation are
employed in cascade to realize a population inversion
within the system. High-order averaging results have
to be applied in the rotating wave and adiabatic steps,
otherwise the fidelity of their cascade can fail to converge
to 1, because of the competing time scales of these two
approximations. The high-order averaging results require
suitable conditions on the resonance frequencies that
allow to validate the algorithm.

II. Results
Population inversion is a fundamental operation in

many physical applications (see [10]) and is crucial for
estabishing more general ensemble controllability (see
[2], [4]). To realize a population inversion between the
first and the second eigenstates, we will consider a time
scale ϵ1 for the rotating wave approximation and another
time scale ϵ2 for the adiabatic following. The control law
in our algorithm will be a chirped pulse of the type

ωϵ1,ϵ2(t) = 2ϵ1u(ϵ1ϵ2t) cos (ϕϵ1,ϵ2(t)) , (3)
where

ϕϵ1,ϵ2(t) =

∫ t

0

f(ϵ1ϵ2τ)dτ,

and u, f : [0, T ] → R are functions to be chosen. The goal
is to induce an approximate transition from the initial
state e1 to a state of the form exp(iθ1)e2, and similarly
from e2 to exp(iθ2)e1. This is done for ϵ1, ϵ2 → 0 in time
T/(ϵ1ϵ2).

In the following, we will denote by {e1, e2, e3} the
canonical basis of R3 and {ejk}(j,k)∈{1,2,3}2 the canonical
basis of 3× 3 real matrices.

Remark 1: It should be noticed that the technique
that we propose here does not permit to realize a
STIRAP [11], [12], [13] transfer in a three-level system
with one scalar control only .1 This looks to be a very
hard task.

1Namely, a transition from the state 1 to the state 3, with
minimal population of the state 2, by using a control containing
two frequencies: first the resonance frequency between state 2 and
3 and then the resonance frequency between state 1 and 2 (the
famous counter-intuitive strategy).
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Theorem 2: Let us assume that δ12 is in a closed
interval I12 = [δ012, δ

1
12] such that 0 /∈ I12 and that for

all α ∈ D, λ2(α) − λ1(α) > 0, |λ1(α) − λ3(α)| > 0 and
|λ2(α)−λ3(α)| > 0. Assume that there exists 0 < v0 < v1
such that

1) For all α ∈ D, λ2(α) − λ1(α) ∈ (v0, v1) and, for
(j, k) = (1, 3) or (2, 3), we have that ∀α ∈ D,
|λj(α)− λk(α)| /∈ [v0, v1].

2) For all 1 ≤ j < k ≤ 3, we have that ∀α ∈ D,
|λk(α)− λj(α)| /∈ [2v0, 2v1].

Then we can fix T > 0 and take u, f ∈ C2([0, T ],R) such
that

i) (u(0), f(0)) = (0, v0) and (u(T ), f(T )) = (0, v1);
ii) ∀s ∈ (0, T ), u(s) > 0, ḟ(s) > 0.

Denote by ψϵ1,ϵ2 the solution of (1) with initial condition
ψϵi,ϵ2(0) = e1 and the control law ωϵ1,ϵ2 as in (3). Then
there exist C > 0 and η > 0 such that for every α ∈ D
and every (ϵ1, ϵ2) ∈ (0, η)2,∥∥∥∥ψϵ1,ϵ2

(
T

ϵ1ϵ2

)
− exp(iθ)e2

∥∥∥∥ < Cmax

(
ϵ21
ϵ2
,
ϵ2
ϵ1

)
(4)

for some θ ∈ R. The same result holds for the initial
state e2 and the final state exp(iβ)e1 for some β ∈ R.

Remark 3: For a system with no dispersion in its fre-
quencies, the non-resonance of gaps between eigenvalues
is known to be crucial to establish controllability (see,
e.g., [14]). Our theorem provides a generalization of this
condition to the ensemble control problem.

Remark 4: If we choose ϵ2 = ϵ
3/2
1 , we have

min
θ∈[0,2π]

∥∥∥∥ψϵ1,ϵ2

(
T

ϵ1ϵ2

)
− exp(iθ)e2

∥∥∥∥ < Cϵ
1/2
1 ,

that is, the final state is arbitrarily close to the eigenstate
e2, up to a phase, as ϵ1 goes to zero.

Remark 5: Here we fix T = 1 and we give a simple
example of u(·) and f(·) satisfying the conditions of
Theorem 2:

u(s) = sin(πs), f(s) =
v0 + v1

2
+
v0 − v1

2
cos(πs).

Thus the control law is given by

ωϵ1,ϵ2(t) = 2ϵ1 sin(ϵ1ϵ2πt) cos
(v1 + v0

2
t

+
v0 − v1
2ϵ1ϵ2π

sin(ϵ1ϵ2πt)
)
, t ∈

[
0,

1

ϵ1ϵ2

]
.

(5)

III. Proof of the Theorem
For E ∈ R and 1 ≤ j ≤ k ≤ 3, let us define

Ajk(E) =

{
exp(iE)ejk + exp(−iE)ekj if j < k,

cos(E)ejj if j = k,

Bjk(E) =

{
i exp(iE)ejk − i exp(−iE)ekj if j < k,

− sin(E)ejj if j = k.

Let us recast (1) in the interaction frame
ψ(t) = exp(−itH(α))ψI(t).

Notice that
i

d
dtψI = HI(t)ψ(t), (6)

where

HI(t) = −H(α) + exp(itH(α))H(t) exp(−itH(α))

= ωϵ1,ϵ2(t)
(
δ12A12

(
(λ1 − λ2)t

)
+ δ13A13

(
(λ1 − λ3)t

)
+ δ23A23

(
(λ2 − λ3)t

))
For 1 ≤ j ≤ k ≤ 3 and σ ∈ {±1,±2}, let us define:

ϕσjk(t) = (λj − λk)t+ σϕϵ1,ϵ2(t),

fσjk(t) =
d
dtϕ

σ
jk(t) = λj − λk + σf(ϵ1ϵ2t).

(7)

Then, with the control ωϵ1,ϵ2(·) given in Equation (3),
we have

HI(t) = ϵ1u(ϵ1ϵ2t)
(
δ12A12

(
ϕ112(t)

)
+ δ12A12

(
ϕ−1
12 (t)

)
+ δ13A13

(
ϕ113(t)

)
+ δ13A13

(
ϕ−1
13 (t)

)
+ δ23A23

(
ϕ123(t)

)
+ δ23A23

(
ϕ−1
23 (t)

))
.

Remark 6: Consider the change of variables

ψ(t) = exp(ix(t))ψ̃(t), (8)

where x(·) is a smooth curve in the space of n × n
Hermitian matrices and ψ(·) is the solution of the
Schrödinger equation

i
d
dtψ(t) = H(t)ψ(t).

Then it can be easily verified that ψ̃(·) is the solution of

i
d
dt ψ̃(t) = H̃(t)ψ̃(t), ψ̃(0) = exp(−ix(0))ψ(0),

where H̃(·) is given by

H̃(t) = Adexp(−ix(t))H(t) + d exp(ix(t))
d
dtx(t).

(9)

Here, for an n× n Hermitian matrix h, d exp(ix(t)) and
Adexp(−ix(t)) are the automorphisms defined by

d exp(ix(t))h = exp(−ix(t))
(
(D exp)(ix(t))h

)
,

Adexp(−ix(t))h = exp(−ix(t))h exp(ix(t)),

where D exp(ix(t)) denotes the differential of the expo-
nential mapping at ix(t).

Definition 7: We call R a (ϵ1, ϵ2)-parameterized func-
tion if for every ϵ1, ϵ2 > 0, Rϵ1,ϵ2 is a real valued function
defined on

[
0, 1

ϵ1ϵ2

]
. Given an (ϵ1, ϵ2)-parameterized

function R and g : R2
+ → R+, we say that Rϵ1,ϵ2 =

O
(
g(ϵ1, ϵ2)

)
if there exist δ, C > 0 such that for every

(ϵ1, ϵ2) ∈ (0, δ)2 and t ∈
[
0, 1

ϵ1ϵ2

]
, we have |Rϵ1,ϵ2(t)| ≤

Cg(ϵ1, ϵ2)
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a) First-order elimination: Let us first define the
sets of indices

I = {(j, k, σ) | 1 ≤ j < k ≤ 3, σ = ±1} ,
I ′ = I \ {(1, 2, 1)} .

Assume that hypothesis 1 (first-order condition) of
Theorem 2 are satisfied. Then, for every (j, k, σ) ∈ I ′,

fσjk(t) = λj − λk + σf(ϵ1ϵ2t) ̸= 0, ∀t ∈
[
0,

1

ϵ1ϵ2

]
,

where fσjk(·) is introduced in Equation (7). Then we can
apply a first change of variables to system (6) in the
interaction frame

ψI(t) = exp(iϵ1X1(t))ψ̂1(t),

where
X1(t) =

∑
(j,k,σ)∈I′

δjkc
σ
jk(ϵ1ϵ2t)Bjk

(
ϕσjk(t)

)
,

where for every (j, k, σ) ∈ I ′ and s ∈ [0, 1], we have

cσjk(s) =
u(s)

fσjk(s)
.

Notice that for every (j, k, σ) ∈ I ′,
d
dt

(
cjk(ϵ1ϵ2t)Bjk

(
ϕσjk(t)

))
= −Ajk

(
ϕσjk(t)

)
+O(ϵ1ϵ2).

where O(·) is defined as in Definition 7. Then, by
differentiating X1, we obtain that
d
dtX1(t) = −

∑
(j,k,σ)∈I′

δjku(ϵ1ϵ2t)Ajk

(
ϕσjk(t)

)
+O(ϵ1ϵ2).

If we use x(t) = ϵ1X1(t) in (9), then by Baker-Hausdorff
Formula and by Theorem 4.5 in [15], we deduce that the
dynamics of ψ̂1 are characterized by the Hamiltonian

Ĥ1(t) =HI(t) + ϵ1
d
dtX1(t)

−iϵ1
[
X1(t),HI(t) + ϵ1

1

2

d
dtX1(t)

]
+O(ϵ31).

(10)

Notice that

HI(t) + ϵ1
1

2

d
dtX1(t) = ϵ1u(ϵ1ϵ2t)δ12A12

(
ϕ112(t)

)
+

∑
(j,k,σ)∈I′

1

2
ϵ1u(ϵ1ϵ2t)δjkAjk(ϕ

σ
jk(t)).

It can be deduced that (10) will have the following
structure:
Ĥ1(t) = ϵ1δ12u(ϵ1ϵ2t)A12

(
ϕ112(t)

)
+

∑
(j,k,σ)∈J

ϵ21h
σ
jk(ϵ1ϵ2t)Ajk

(
ϕσjk(t)

)
+O(ϵ31 + ϵ21ϵ1).

(11)
where

J = {(j, k, σ) | 1 ≤ j ≤ k ≤ 3, σ ∈ {−2, 0, 2}} .

Here one should notice that, since u(0) = u(1) = 0, we
have hσjk(0) = hσjk(1) = 0 and that hσjk is independent of
(ϵ1, ϵ2).

b) Second-order elimination: Set

J ′ = J \ {(j, j, 0) | 1 ≤ j ≤ 3} .

Hypothesis 2 (second-order condition) of Theorem 2
implies that, for every (j, k, σ) ∈ J ′,

fσjk(t) = λj − λk + σf(ϵ1ϵ2t) ̸= 0, ∀t ∈
[
0,

1

ϵ1ϵ2

]
.

Let us introduce a second change of variables

ψ̂1(t) = exp(iϵ21X2(t))ψ̂2(t),

where

X2(t) =
∑

(j,k,σ)∈J ′

hσjk(ϵ1ϵ2t)

fσjk(ϵ1ϵ2t)
Bjk

(
ϕσjk(t)

)
. (12)

Notice that
d
dtX2(t) = −

∑
(j,k,σ)∈J ′

hσjk(ϵ1ϵ2t)Ajk

(
ϕσjk(t)

)
+O(ϵ1ϵ2).

Then, applying a method similar to that used for first-
order elimination, we deduce that the dynamics of ψ̂2(t)
is characterized by the Hamiltonian

Ĥ2(t) = Ĥ1(t) + ϵ21
d
dtX2(t) +O(ϵ31)

= ϵ1δ12u(ϵ1ϵ2t)A12

(
ϕ112(t)

)
+

3∑
j=1

ϵ21h
0
jj(ϵ1ϵ2t)Ajj(0) +O(ϵ31 + ϵ21ϵ2).

(13)

Remark 8: Since u(0) = u(1) = 0 and hσjk(0) =
hσjk(1) = 0 for every (j, k, σ) ∈ J , we can deduce that
X1(0) = X1

(
1

ϵ1ϵ2

)
= 0 and X2(0) = X2

(
1

ϵ1ϵ2

)
= 0.

Hence, ψI (0) = ψ̂2 (0) and ψI

(
1

ϵ1ϵ2

)
= ψ̂2

(
1

ϵ2ϵ2

)
.

c) Rotating wave approximation: Let us introduce
the following truncation of Ĥ2(t)

HRWA(t) = ϵ1δ12u(ϵ1ϵ2t)A12

(
ϕ112(t)

)
+

3∑
j=1

ϵ21h
0
jj(ϵ1ϵ2t)ejj .

(14)

We denote by ψRWA the solution of the system

i
d
dtψRWA(t) = HRWA(t)ψRWA(t), ψRWA(0) = ψI(0),

where ψI is the solution of system (6).
Lemma 9: We have that∥∥∥∥ψI

(
1

ϵ1ϵ2

)
− ψRWA

(
1

ϵ1ϵ2

)∥∥∥∥ = O
(
ϵ21
ϵ2

+ ϵ1

)
.

Proof: Introduce the SU(3)-valued functions
U(·),W (·) solutions of

i
d
dtU(t) = Ĥ2(t)U(t), U(0) = I3,

i
d
dtW (t) = HRWA(t)W (t), W (0) = I3.
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It is evident that ψ̂2(t) = U(t)ψI(0) and ψRWA(t) =

W (t)ψI(0) for every t ∈
[
0, 1

ϵ1ϵ2

]
. By differentiating

W †(t)U(t) with respect to t, we obtain that
d
dt

(
W †(t)U(t)

)
= −iW †(t)

(
Ĥ2(t)−HRWA(t)

)
U(t).

Since Ĥ2(t) − HRWA(t) = O(ϵ31 + ϵ21ϵ2) in sense of O(·)
defined in Definition 7, then∥∥∥∥W †

(
1

ϵ1ϵ2

)
U

(
1

ϵ1ϵ2

)
− I3

∥∥∥∥
≤

∫ 1
ϵ1ϵ2

0

∥∥∥∥ d
dt

(
W †(t)U(t)

)∥∥∥∥dt

=

∫ 1
ϵ1ϵ2

0

∥∥∥W †(t)
(
Ĥ2(t)−HRWA(t)

)
U(t)

∥∥∥dt

=

∫ 1
ϵ1ϵ2

0

∥∥∥Ĥ2(t)−HRWA(t)
∥∥∥dt = O

(
ϵ21
ϵ2

+ ϵ1

)
.

Since ψI

(
1

ϵ1ϵ2

)
= ψ̂2

(
1

ϵ1ϵ2

)
(see Remark 8), we obtain

that∥∥∥∥ψI

(
1

ϵ1ϵ2

)
− ψRWA

(
1

ϵ1ϵ2

)∥∥∥∥
=

∥∥∥∥ψ̂2

(
1

ϵ1ϵ2

)
− ψRWA

(
1

ϵ1ϵ2

)∥∥∥∥
=

∥∥∥∥(U (
1

ϵ1ϵ2

)
−W

(
1

ϵ1ϵ2

))
ψI(0)

∥∥∥∥
=

∥∥∥∥W (
1

ϵ1ϵ2

)(
W †

(
1

ϵ1ϵ2

)
U

(
1

ϵ1ϵ2

)
− I3

)
ψI(0)

∥∥∥∥
≤

∥∥∥∥W †
(

1

ϵ1ϵ2

)
U

(
1

ϵ1ϵ2

)
− I3

∥∥∥∥ = O
(
ϵ21
ϵ2

+ ϵ1

)
.

d) Adiabatic following: Let us introduce the unitary
change of variables ψRWA(t) = U(t)ψslow(t) with

U(t) =

eiλ1(α)t 0 0

0 ei(λ2(α)t−
∫ t
0
f(ϵ1ϵ2τ)dτ) 0

0 0 1

 . (15)

Then i d
dtψslow(t) = Hslow(t)ψslow(t), where

Hslow(t) =

 λ1(α) ϵ1δ12u(ϵ1ϵ2t) 0
ϵ1δ12u(ϵ1ϵ2t) λ2(α)− f(ϵ1ϵ2t) 0

0 0 0


+ϵ21

h011(ϵ1ϵ2t) 0 0
0 h022(ϵ1ϵ2t) 0
0 0 h033(ϵ1ϵ2t)

 .

(16)

It is evident that the dynamics in the two-dimensional
space span

(
e1, e2

)
is decoupled from the rest of the

system. Let us define the decoupled Hamiltonian in
span

(
e1, e2

)
Hd

slow(t) =

(
λ1(α) ϵ1δ12u(ϵ1ϵ2t)

ϵ1δ12u(ϵ1ϵ2t) λ2(α)− f(ϵ1ϵ2t)

)
+ ϵ21

(
h011(ϵ1ϵ2t) 0

0 h022(ϵ1ϵ2t)

)
.

If ψslow(0) ∈ span
(
e1, e2

)
, the solution ψd

slow of

i
d
dtψ

d
slow(t) = Hd

slow(t)ψ
d
slow(t), ψd

slow(0) = ψslow(0),

(17)
satisfies ψd

slow(t) = ψslow(t) for every t ∈
[
0, 1

ϵ1ϵ2

]
. Then

if δ12 is in a closed interval I12 = [δ012, δ
1
12] such that

0 /∈ I12, we can apply Lemma 30 in [4] to the decoupled
two-level system and obtain that, for the control ω(·)
given in Theorem 2, there exists C ′ > 0 such that for
ψslow(0) = e1

min
θ∈[0,2π]

∥∥∥∥ψslow

(
1

ϵ1ϵ2

)
− exp(iθ)e2

∥∥∥∥ ≤ C ′ ϵ2
ϵ1
.

Then by the change of variables introduced in Equa-
tion (15) and the estimation given in Lemma 9, we
deduce that, in the interaction frame, there exists C > 0
such that

min
θ∈[0,2π]

∥∥∥∥ψI

(
1

ϵ1ϵ2

)
− exp(iθ)e2

∥∥∥∥ ≤ Cmax

(
ϵ21
ϵ2
,
ϵ2
ϵ1

)
.

It follows that

min
θ∈[0,2π]

∥∥∥∥ψϵ1,ϵ2

(
1

ϵ1ϵ2

)
− exp(iθ)e2

∥∥∥∥ < Cmax

(
ϵ21
ϵ2
,
ϵ2
ϵ1

)
.

Notice that all the reasoning above holds for the initial
state e2 and the final state of the form exp(iβ)e1. This
concludes the proof of Theorem 2.

IV. Example
Consider a system as in (1) with drift and control

Hamiltonians

H(α) =

0 0 0
0 1.5 + α 0
0 0 2 + β

 , Hc =

0 1 5
1 0 5
5 5 0

 ,

First, let us fix β = 6 and ψϵ1,ϵ2(0) = e1. In order to
realize a population inversion between the first and the
second eigenstates, we fix T = 1 and use the control
law given in (5) with v0 = 1, v1 = 2.5. To test the
sharpness of conditions, we will use five different values
of α: α = −0.6, α = −0.3, α = 0.3, α = 0.7, α = 0.9
and two pairs of time scales: (ϵ1, ϵ2) = (10−2, 10−7/2)
and (ϵ1, ϵ2) = (10−3/2, 10−3). The fidelity at s ∈ [0, 1] is
defined as

fid(s) = 1− min
θ∈[0,2π]

∥∥∥∥ψϵ1,ϵ2

(
s

ϵ1ϵ2

)
− eiθe2

∥∥∥∥ . (18)

To better illustrate the convergence of fidelity to 1,
the vertical axis of the figures will be scaled loga-
rithmically, specifically log(1− fid(s))/ log 10. For every
α ∈ {−0.6,−0.3, 0.3, 0.7, 0.9}, |λ3(α, β) − λ1(α, β)| and
|λ3(α, β)−λ2(α, β)| are not in [v0, v1]∪ [2v0, 2v1]. When
α = −0.6, λ2(α, β) − λ1(α, β) /∈ [v0, v1], violating
Hypothesis 1 of Theorem 2. When α ∈ {−0.3, 0.3}, both
Hypotheses 1 and 2 of Theorem 2 are satisfied. When
α ∈ {0.7, 0.9}, λ2(α)−λ1(α) ∈ [2v0, 2v1] and Hypothesis
2 is violated. See results in Figures 1a and 1b. Notice
that the convergence seems to be achieved even though
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(ϵ1, ϵ2) = (10−3/2, 10−3) does not guarantee a small error
in Equation (4) (see also Remark 4). This observation
suggests the possibility of refining the error estimation
using higher-order averaging.

(a) ϵ1 = 10−2, ϵ2 = 10−7/2

(b) ϵ1 = 10−3/2, ϵ2 = 10−3,

Fig. 1: Simulations for β = 6, α ∈
{−0.6,−0.3, 0.3, 0.7, 0.9}: Convergence holds only
when the first-order condition (Hypothesis 1) is satisfied
and the best convergence is obtained when both the
first-order condition and the second-order condition
(Hypothesis 1 and Hypothesis 2) are satisfied.

Then let us fix α = 0.3 and ψϵ1,ϵ2(0) = e2. With the
same control signal as before, we will test the fidelity
of population inversion between the first and the second
eigenstates for different values of β: β = 0, β = 0.3,
β = 2.5, β = 3.5, β = 5.0. We also consider two pairs
of time scales: (ϵ1, ϵ2) = (10−2, 10−7/2) and (ϵ1, ϵ2) =
(10−3/2, 10−3). The fidelity is computed as in Equa-
tion (18) with the target state e1. Notice that, for every
possible value of β, λ2(α, β) − λ1(α, β) ∈ [v0, v1] and
|λ2(α, β)−λ1(α, β)| /∈ [2v0, 2v1]. When β ∈ {0.0, 0.3}, we
have λ3(α, β) − λ1(α, β) ∈ [v0, v1], violating Hypothesis
1. When β = 2.5, we have λ3(α, β)−λ1(α.β) ∈ [2v0, 2v1],
violating Hypothesis 2. When β ∈ {3.5, 5.0}, both
hypotheses are satisfied. See results in Figures 2a and
2b.

(a) ϵ1 = 10−2, ϵ2 = 10−7/2

(b) ϵ1 = 10−3/2, ϵ2 = 10−3,

Fig. 2: Simulations for α = 0.3, β ∈
{0.0, 0.3, 2.5, 3.5, 5.0}: Convergence holds when both
first-order and second-order conditions are satisfied and
is lost when the first-order condition is violated. Notice
that for β = 2.5 an abrut variation of the fidelity (in the
log scale) occurs when λ3(α, β) − λ2(α, β) − 2f(s) = 0,
that is, at s = arccos(−2/3)/π ≈ 0.7323.

Finally, let us test if it is possible to realize a
population inversion e1 and e3 by successive population
inversions between (e1, e2) and then between (e2, e3). In
order to realize a population inversion between (e1, e2),
let us fix T = 1, ψϵ1,ϵ2(0) = e1. We use v0 = 1, v1 = 2.5
and the control law given in Equation (5) to construct
a control law ω1

ϵ1,ϵ2(·) defined on
[
0, 1

ϵ1ϵ2

]
. Notice that

the hypotheses of Theorem 2 are verified. Then, in order
to realize a population inversion between (e2, e3), we can
set (ẽ1, ẽ2, ẽ3) = (e2, e3, e1) and (λ̃1, λ̃2, λ̃3) = (λ2, λ3, λ1)
and apply Theorem 2. Let us use v0 = 5, v1 = 7 to
construct the control law ω2

ϵ1,ϵ2(·). It can also be easily
verified that the hypotheses of Theorem 2 are verified.
A concatenation of these two control laws defined on[
0, 2

ϵ1ϵ2

]
is given by

ωϵ1,ϵ2 : t 7→
{

ω1
ϵ1ϵ2(t) if t < 1/(ϵ1ϵ2)

ω2
ϵ1ϵ2

(
t− 1/(ϵ1ϵ2)

)
if t ≥ 1/(ϵ1ϵ2)
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The numerical result is given in Figure 3 with the time
scale (ϵ1, ϵ2) = (10−4/3, 10−3), showing the efficacy of
the proposed algorithm.

Fig. 3: Simulations for α = 0.5, β = 6, ϵ1 = 10−4/3, ϵ2 =
10−3: Population inversions between (e1, e2) and (e2, e3)
happen successively.

V. Conclusion
In this study, we introduced an algorithm capable

of realizing population inversion between the two first
eigenstates for a three-level systems. We underlined the
importance of non-overlapping of some characteristic
frequencies for this algorithm’s validity. Future investi-
gations could explore the possibility of proposing weaker
conditions for convergence, generalizing this constructive
method to n-level or even infinite-dimensional quantum
systems and examining which further controllability
results (i.e., population splitting) could be obtained
through population inversion.
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