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Abstract— Obtaining PDE backstepping controller or ob-
server gains requires the solution of kernel PDEs - one or
more hyperbolic PDEs on a triangular (Goursat) domain with
non-standard boundary conditions. The numerical solution of
these equations is a challenge that every designer applying
backstepping must eventually face, except for the simplest of
cases where explicit solutions are available. In addition, recent
backstepping designs for coupled systems exhibit discontinuous
behavior which must be accurately captured with the numerical
approximation. In this paper, we propose a power series method
as an alternative to other approaches. This method, which was
introduced years ago in combination with convex optimiza-
tion but whose convergence has only been recently formally
established, offers several advantages, most of all simplicity,
as it is quite easy to grasp and implement. Other features
of the method include precision, adaptability to settings with
discontinuous kernels, and the ability to produce symbolical
kernels depending on parameters. The paper provides the
necessary theoretical background, which borrows fundamental
results from complex analysis and leverages already written
kernel well-posedness proofs to show the existence of a power
series solution. Links to the codes used in the simple examples
are given; these are easily adaptable Mathematica notebooks.
A complex multi-kernel, multiple-discontinuity example used in
the stabilizing feedback law of a multilayer Timoshenko beam is
given at the end, demonstrating the applicability of the method
to some challenging families of kernel equations appearing in
recent backstepping designs.

I. INTRODUCTION

The backstepping method is an ubiquitous design tech-
nique for PDE control. First developed to design feedback
control laws and observers for one-dimensional reaction-
diffusion PDEs [18], it has since been generalized to multiple
dimension [33] and applied to many other systems including,
among others, flow control [29], [35], thermal loops [31],
thermoacustic instabilities [1], nonlinear PDEs [30], hy-
perbolic 1-D systems [8], [12], [20], multi-agent deploy-
ment [24], wave equations [26], beams [6] and delays [19].
Some of the more striking features of backstepping include
the possibility of finding explicit control laws in some cases
(see e.g. [32]) or even designing adaptive controllers [27].

The application of the method requires the computation of
backstepping controller or observer gains. Those require the
solution of the so-called backstepping kernel PDEs—one or
more linear hyperbolic PDEs (first order or second order)
on a triangular (Goursat [13]) domain with non-standard
boundary conditions. Except for the simplest of cases (typ-
ically, constant coefficient plants) where explicit solutions
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are available, the numerical solution of these equations is
a challenge that every designer applying backstepping must
eventually face. In addition, recent backstepping designs for
coupled systems (both parabolic [34] and hyperbolic [14])
exhibit discontinuous behavior which must be accurately
captured with the numerical approximation. Nevertheless,
there have been no publications specifically devoted to this
topic. Only a few sections and appendices spread through
the backstepping literature give some clues about numerical
algorithms, which include finite difference approximations of
the kernel equations [2], [11], [17], [18], the use of symbol-
ical successive approximation series [31], or the numerical
solution of the integral version of the kernel equations [4],
[15]. Given its importance in nonlinear wave propagation
phenomena [16], more sophisticated methods for Goursat
problems exist in the literature, see, e.g. [10] but have never
been applied to backstepping kernel equations. In any case,
all these methods may not be easy to adapt to a particular
set of kernel equations, specially if discontinuity lines are
present.

This paper deals with a power series method to obtain
solutions for the backstepping kernel equations. The idea of
using a power series to compute backstepping kernels was
first seen in [3] (without much analysis of the convergence
of the method itself, but rather using ideas from convex
optimization to approach the kernels as best as possible
while obtaining stability) and later, without proof, in [5]
for a problem involving coupled parabolic equations, where
piecewise-analytic kernels require the use of several series
to account for discontinuities. In [36], we presented the
first rigorous proof showing that the method provides a
unique converging solution, for a multi-dimensional case that
presents singularities at the origin and thus is not amenable to
other methods. However, in most cases the already existing
proofs of kernel existence can be leveraged, using complex
analysis, to easily derive sufficient conditions for analyticity
of the resulting kernels.

The power series approach is a solid alternative to more
traditional approaches. The main advantages of the method
are its simplicity (it does not require the sometimes cumber-
some conversion to integral equations or any consideration
about discrete meshes or boundary points, thus preventing
mistakes), precision (one reaches a simple polynomial in one
variable for the gain at the boundary that does not require
interpolation), adaptability (it can be adapted to settings with
discontinuous kernels by breaking the domain in pieces,
see [5]), and capacity to produce kernels depending on
parameters (by symbolically solving the kernel equations).
The main drawback is the analyticity requirement of the
system coefficients (even though many physical systems and
most examples seen in backstepping papers indeed posses
analytic coefficients) and some additional requirements on
space-varying transport and diffusion coefficients arising
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from the underlying complex analysis theory. Convergence
may be slow in some cases, requiring very high-order series,
even if modern computing systems can reach rather high
orders of the series in seconds, the computational complexity
of the problem grows quadratically with the order.

The focus of this paper is on providing an overview of
both the theory and the practice of this method. To this end,
in Section II, the paper first focuses on the kernel equations
required to stabilize a simple example and provides the re-
quired theoretical background including proofs of existence,
uniqueness and convergence, giving the sufficient conditions
for a power series solution to exist; the idea is to leverage
proofs that already exist in the literature. Further examples
are given in Section III, including a case with discontinuous
kernels; for these, only sufficient conditions are provided.
The symbolical codes used in the examples, which are
easily adaptable Mathematica notebooks, are also given. A
complex multi-kernel, multiple-discontinuity example used
in the stabilizing feedback law of a multilayer Timoshenko
beam is then shown in Section IV, demonstrating the ap-
plicability of the method to some challenging families of
kernel equations appearing in recent backstepping designs.
We finish in Section V with some concluding remarks.

II. THE THEORY: SUFFICIENT CONDITIONS FOR
EXISTENCE, UNIQUENESS AND CONVERGENCE

This section is devoted to theoretical aspects of the
method proposed to solve the backstepping kernel equations.
The exposition is based on a simple particular case often used
when learning backstepping.

Consider the reaction-diffusion equation

ut = ϵuxx + λ(x)u, (1)

for t > 0, with ϵ > 0 and λ(x) a smooth function in
the domain x ∈ [0, L] (more specific conditions are given
subsequently), and with boundary conditions

u(t, L) = U(t), u(t, 0) = 0, (2)

where U is the actuation variable. For sufficiently large
λ(x) > 0, (1)–(2) is open-loop unstable.

Applying backstepping [18], one chooses a tuning param-
eter c ≥ 0; then, the stabilizing control law is

U =

∫ L

0

K(L, ξ)u(ξ)dξ, (3)

where the function K(x, ξ) is obtained by solving

Kxx(x, ξ)−Kξξ(x, ξ) =
λ(ξ) + c

ϵ
K(x, ξ), (4)

with boundary conditions

K(x, x) = − 1

2ϵ

∫ x

0

(λ(ξ) + c) dξ, (5)

K(x, 0) = 0, (6)

in the triangular domain T = {(x, ξ) : 0 ≤ ξ ≤ x ≤ L}.

A. A power series solution of the kernel equations
To solve (4)–(6) consider a solution given as the double

power series

K(x, ξ) =

∞∑
i=0

i∑
j=0

Kijx
i−jξj . (7)

Note that the way the series (7) is written, for fixed i one gets
a polynomial in two variables with all the possible monomi-
als of degree i. This is a convenient representation since for
practical purposes one needs to truncate (7); truncating at
i = N will produce a polynomial of degree N .

The next step requires the expansion of λ(x) into its power
series. For convenience we consider instead λ(x)+c

ϵ , namely

λ(x) + c

ϵ
=

∞∑
i=0

λix
i. (8)

Now, both (7) and (8) are replaced into (4)–(6). Starting
with (4) and assuming analyticity of K(x, ξ) one can ex-
change derivatives and sums, obtaining

∞∑
i=2

i−2∑
j=0

(i− j)(i− j − 1)Kijx
i−j−2ξj

−
∞∑
i=2

i∑
j=2

j(j − 1)Kijx
i−jξj−2

=

( ∞∑
i=0

λix
i

) ∞∑
i=0

i∑
j=0

Kijx
i−jξj . (9)

Rearranging the sums in (9) one gets

∞∑
i=0

i∑
j=0

(i− j + 2)(i− j + 1)K(i+2)jx
i−jξj

−
∞∑
i=0

i∑
j=0

(j + 2)(j + 1)K(i+2)(j+2)x
i−jξj

=

∞∑
i=0

i∑
j=0

Bijx
i−jξj , (10)

where

Bij =

i∑
k=j

Kkjλi−k. (11)

Equating all terms in (10) having the same powers of x and
ξ, and slightly modifying the indexes to start at i = 2, one
gets for 0 ≤ j ≤ i− 2 the following recursion

(i−j)(i−j−1)Kij−(j+2)(j+1)Ki(j+2) = B(i−2)j . (12)

Proceeding similarly with the boundary conditions (5)–(6)
one gets

∞∑
i=0

 i∑
j=0

Kij

xi = −1

2

∞∑
i=1

λi−1

i
xi, (13)

∞∑
i=0

Ki0x
i = 0, (14)
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thus obtaining i∑
j=0

Kij

 = −1

2

λi−1

i
, ∀i ≥ 1, (15)

Ki0 = 0, ∀i. (16)

Considering (12) and (15)–(16) one may wonder if there
always exists a solution. The first terms are easy enough
to compute: K00 = 0, K10 = 0, K01 = −λ0

2 , K20 = 0,
K02 = 0, K11 = −λ1

4 , and so on.
One could follow the lengthy procedure of [36] to show

that the recurrence (12) and (15)–(16) has a unique solution,
and that the corresponding power series (7) is convergent
with a certain radius of convergence. However, there is a
simpler route based on the already-existing proofs of kernel
existence and a few facts of complex analysis. The most
interesting aspect of the proof is that it can be easily gener-
alized to most cases by using the proofs of kernel existence
and uniqueness already contained in the papers, quickly
providing sufficient conditions required for the method. The
main goal of this paper, along with the computational recipes,
is to show how these strong theoretical foundations allow
to use the method without fears of non-existence, non-
uniqueness, or non-convergence, its possible limitations (see
several examples of Section III) notwithstanding.

B. From kernel existence to power series existence
In this section, we extend the domain where the kernel is

defined so that the independent variables are now complex-
valued, which is the natural setting to talk about power series
convergence and analyticity. Denote as DL the complex-
valued open disc centered at the origin and of radius L, i.e.,
DL = {x ∈ C : |x| < L}. The new domain where (7) is
defined is considered to be the polydisc1 DL+δ × DL+δ of
C2, for some δ > 0; we require such δ since it is essential
to evaluate the kernel at x = L for the control law (3).

Theorem 1: If there exists δ > 0 such that λ is analytic
on DL+δ , then the solution K of the kernel equations (4)–
(6) can be extended to an analytic function in the polydisc
DL+δ/2 ×DL+δ/2.

Proof: The classical proof of kernel existence found
in most backstepping papers relies on transformation to an
integral equation, see e.g. [18]. Indeed, defining K(x, ξ) =

G
(

x+ξ
2 , x−ξ

2

)
(which is just a rotation of the variables that

does not affect the result), one finds that G verifies an integral
equation, whose solution can be posed as the successive
approximation series

G(x, ξ) =

∞∑
i=0

Gi(x, ξ), (17)

with Gi recursively defined as

G0 = − 1

4ϵ

∫ x

0

(
λ
(s
2

)
+ c
)
ds, (18)

Gi+1 =
1

4ϵ

∫ x

ξ

∫ ξ

0

(
λ

(
τ − s

2

)
+ c

)
Gi(τ, s)dsdτ. (19)

1Note a polydisc DL × DL is different from the 2-ball of radius L of
C2, but polydiscs are the proper setting for analytic functions of multiple
variables [21].

Now, consider extending (18)–(19) to (x, ξ) ∈ DL+δ/2 ×
DL+δ/2, which requires considering the integrals as line
integrals in the complex plane, see e.g. [28, p.44]. Such
integrals of analytic functions are analytic and do not depend
on the integration path. Noting that the argument of λ in
(19) is always inside DL+δ/2, then one can recursively show
that Gi is analytic for all i, being integrals and products
of analytic functions. Using the results of complex analysis,
see e.g. [21, Proposition 1.2.3], if one can show uniform
convergence for (17) in compact subsets of DL+ϵ/2×DL+ϵ/2

one can conclude analyticity of G and therefore of K in
that domain, which is sufficient to compute the kernel gain
appearing in (3). Now, since λ is analytic in DL+δ then it
is continuous on DL+δ/2, and therefore bounded by some
value, which we denote as λ̄. Define M = λ̄+c

ϵ . Denote
L′ = L+δ/2. As in [18], the following bound can be proved
recursively:

|Gi(x, ξ)| ≤
(L′M)n+1

4

|x|n + |ξ|n

n!
≤ L′M

4n!

(
2L′2M

)n
,

(20)
and by Weierstrass’ M-test uniform convergence of (17) is
obtained thus finishing the proof. It remains to prove the
bound (20), by induction.

For what follows, note that for f analytic in DL and z ∈
DL the line integral2

∫ z

0
f(s)ds can be taken along a straight

line from the origin such that the modulus of s varies from
0 to |z|, and if one knows some bound of the type |f(s)| ≤
h(|s|) for a positive function h one can bound the modulus
of the line integral as

∣∣∫ z

0
f(s)ds

∣∣ ≤ ∫ |z|
0

h(r)dr. Thus, for
(18), we get

|G0| ≤
1

4ϵ

∫ |x|

0

(λ̄+ c)ds ≤ L′M

4
. (21)

Now, noting
∫ x

ξ
=
∫ x

0
−
∫ ξ

0
, we get

|Gi+1| ≤

∣∣∣∣∣
∫ ξ

0

∫ ξ

0

Gi(τ, s)dsdτ

∣∣∣∣∣
+

∣∣∣∣∣
∫ x

0

∫ ξ

0

Gi(τ, s)dsdτ

∣∣∣∣∣ . (22)

Now, one has, again performing the integrals along straight
lines ∫ |ξ|

0

(|τ |n + |s|n) ds = |ξ||τ |n +
|ξ|n+1

n+ 1
, (23)∫ |x|

0

(
|ξ||τ |n +

|ξ|n+1

n+ 1

)
dτ ≤ L′ |x|n+1 + |ξ|n+1

n+ 1
,(24)∫ |ξ|

0

(
|ξ||τ |n +

|ξ|n+1

n+ 1

)
dτ ≤ 2L′ |ξ|n+1

n+ 1
, (25)

thus, using the induction hypothesis,

|Gi+1| ≤ 3

4

(L′M)n+2

4

|x|n+1 + |ξ|n+1

(n+ 1)!
, (26)

2See [22, Chapter 2] for the definition of line (or contour) integrals of
complex numbers, which are more classically writen as

∫
γ f(s)ds, where γ

is the path along which the integral is computed. Here γ = [0, z]. Note that
line integrals of analytic functions are independent of the path joining the
initial and final points, thus we can consider simple straight lines without
any loss of generality.
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which immediately gives (20).
The following corollary becomes an immediate consequence
that gives us the necessary properties for the power series
solution.

Corollary 1: If there exists δ > 0 such that λ is analytic
on DL+δ , the recurrence (12) and (15)–(16) is well-defined,
has a unique solution, and the power series (7) converges and
defines an analytic function in the polydisc DL+δ/2×DL+δ/2

that is the unique solution of the kernel equations (4)–(6).
Proof: Since, from Theorem 1, the kernel equations’

solution is analytic, all formal operations of Section II-A are
valid; by the identity theorem [22, p. 365] and its extension to
multiple complex variables, e.g., [21, Theorem 1.2.6], there
cannot be two different analytic functions that agree on parts
of domain containing an accumulation point (such as the
boundary condition (6)). The only possible conclusion is that
(7) has unique coefficients that can be numerically computed
from (12) and (15)–(16).

III. THE PRACTICE: FINDING KERNEL POWER SERIES
WITH SYMBOLIC SOFTWARE. EXAMPLES. LIMITATIONS.

Section II-A introduced the equations one needs to solve
to find the power series representation of the kernel, which
turn out to be a set of linear equations recursively defined.
In general, for a truncation of (7) of order N , namely

K(x, ξ) =

N∑
i=0

i∑
j=0

Kijx
i−jξj , (27)

one needs (N+1)(N+2)
2 coefficients. From (12) one obtains

N(N−1)
2 equations, (15) gives N equations and (16) gives

N + 1 equations. Since

N(N − 1)

2
+N +N + 1 =

(N + 1)(N + 2)

2

one has exactly the required number of equations. However,
it might be argued that obtaining and programming (12) and
(15)–(16) is a burdensome task, which in addition requires
computing the expansion of λ(x) into its power series.

Fortunately, modern symbolic software can help with
these tasks, automatizing almost all the required steps. We
have chosen Mathematica [37], a general purpose computer
algebra system which was initially released in 1988, which
integrates symbolic and numerical calculations, visualization,
programming, and documentation. In particular, it can carry
out power series expansions of known functions, deduce the
set of equations (12) and (15)–(16) and solve it, with just
a few commands. All the problems solved in this paper
have been translated into Mathematica 13.2 notebooks3.
An additional advantage of these methods is that some
coefficients can be kept as parameters, obtaining a symbolic
solution in terms of these parameters. Next, we give some
examples of our methodology together with additional suffi-
cient conditions for the coefficients (in the form of Theorem
statements) when required, also outlining some limitations
of the method (non-convergence when these conditions are
not verified, or slow convergence in some cases).

3All code downloadable at http://aero.us.es/rvazquez/
powerseries.zip, containing all notebooks used in Section III.
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Fig. 1. Convergent example with λ(x) = 3 + x2 sin(3x) (Example 1a).
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Fig. 2. Divergent example with λ(x) =
√
0.5 + x2 (Example 1b).

A. Example 1: parabolic equation with space-varying reac-
tion

Consider λ(x) = 3 + x2 sin(3x), L = ϵ = 1, c = 3. This
verifies Theorem 1 and Fig. 1 shows the resulting kernel gain
for several orders of approximation. It can be seen that order
8 is enough in this case, as it is indistinguishable from order
25. However, even if we have stated the requirements of
Theorem 1 as sufficient, in general they are also necessary,
as an example shown in Fig. 2 shows. Choosing λ(x) =√
0.5 + x2 which is not analytic on the unit disc, the kernel

gain does not converge as the order increases as it can clearly
be seen in the figure by inspecting the gain for different
orders of the series.

B. Example 2: parabolic equation with parameterized space-
varying reaction

Consider now λP (x) = 1 + Px,L = ϵ = 1, c = 3, where
P is an arbitrary real parameter. One can solve the kernel
symbolically carrying out the parameter P . The resulting
kernel gain K(L, ξ) is displayed in Fig. 3, and written next
to ninth order in ξ and third order in P :

K(L, ξ)≈ (−5.888− 0.5867P − 0.01044P 2 − 6.428 · 10−5P 3)ξ

+(3.608− 0.02556P 2 − (4.904 · 10−4)P 3)ξ3

+(0.4907P + 0.04889P 2 + (8.698 · 10−4)P 3)ξ4

+(−0.8079− 0.004122P 2 − (5.673 · 10−4)P 3)ξ5

+(−0.1804P + 0.001277P 3)ξ6

(0.09424− 0.0115P 2 − 0.001271P 3)ξ7

+(0.02885P + (1.468 · 10−4)P 3)ξ8

+(−0.006742 + 0.003092P 2)ξ9.

C. Example 3: parabolic equation with space-varying diffu-
sion

This example was analyzed in [25]. Consider the reaction-
diffusion equation

ut = ϵ(x)uxx + λ(x)u, (28)
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Fig. 3. Kernel gains if λP (x) = 1 + Px for values of P (Example 2).
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Fig. 4. Convergent space-varying diffusion case, λ(x) = 3 + x sin(6x),
ϵ(x) = 2 + x2 (Example 3a).

for x ∈ [0, L], with ϵ(x) and λ(x) analytic functions in DL.
Boundary conditions and control law are as in Section II,
this is, (2)–(3). Applying backstepping [25], one needs to
solve the following kernel equations for some c > 0:

ϵ(x)Kxx(x, ξ)− ϵ(ξ)Kξξ(x, ξ) = (λ(ξ) + c)K(x, ξ),(29)

with boundary conditions

−2ϵ(x)
d

dx
K(x, x) = −ϵ′(x)− λ(x)− c, (30)

K(x, 0) = 0. (31)

A result similar to Theorem 1 can be stated.
Theorem 2: If there exists δ > 0 such that λ and ϵ are

analytic on DL+δ , |ϵ(z)| > 0 for all z ∈ DL+δ , then there
exists a power series solution which converges and defines
an analytic function in the polydisc DL+δ/2 ×DL+δ/2, that
is the unique solution of the kernel equations (29)–(31).

Proof: Using the same ideas of Section II, from the
proof in [18, Chapter 4.8] one can observe that with a smart
scaling transformation, the space-varying diffusion system
can be transformed into a plant with only space-varying
reaction; thus the proof of Theorem 1 directly applies.
However, the scaling transformation requires inverses and
roots of ϵ(x), which results in the additional requirement of
|ϵ(z)| > 0 for all z ∈ DL+δ .
With λ(x) = 3+x sin(6x), L = 1, c = 3, convergent (ϵ(x) =
2+ x2) and divergent (ϵ(x) = 2+ 3x2) examples are shown
in Fig. 4 and Fig. 5, respectively.

D. Example 4: 2 × 2 1-D linear hyperbolic system with
space-varying coefficients

Consider the following hyperbolic 1-D system [8]

ut = −ϵ(x)ux + c1(x)u+ c2(x)v, (32)
vt = µ(x)vx + c3(x)u+ c4(x)v, (33)

for x ∈ [0, L], and assume that ϵ(x), µ(x), ci(x) are analytic
in DL. The boundary conditions are:

u(t, 0) = qv(t, 0), v(t, L) = U(t), (34)
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-200

Fig. 5. Divergent space-varying diffusion case, λ(x) = 3 + x sin(6x),
ϵ(x) = 2 + 3x2 (Example 3b).

with U the actuation variable. Then, the stabilizing control
law is

U =

∫ L

0

Kvu(L, ξ)u(ξ)dξ

+

∫ L

0

Kvv(L, ξ)v(ξ)dξ. (35)

In this case, backstepping requires finding the solution for
two kernels, which we denote as Kvv(x, ξ) and Kvu(x, ξ)
in the domain T . The kernel equations are

µ(x)Kvv
x + µ(ξ)Kvv

ξ = −µ′(ξ)Kvv + c2(ξ)K
vu

+ [c4(x)− c4(ξ)]K
vu, (36)

µ(x)Kvu
x − ϵ(ξ)Kvu

ξ = ϵ′(ξ)Kvu + c3(ξ)K
vv

+ [c4(x)− c1(ξ)]K
vv, (37)

with boundary conditions

Kvv(x, 0) =
qϵ(0)

µ(0)
Kvu(x, 0), (38)

(ϵ(x) + µ(x))Kvu(x, x) = −c3(x), (39)

where (39) is expressed in a way to avoid computing addi-
tional power series of fractions. An additional requirement
of the power series method is that |ϵ(x)|, |µ(x)| > 0 in
DL, when considered as functions with complex arguments,
for the same reason of Example 3. We state the following
theorem which is obtained by complexifying the kernel well-
posedness proof of [8] and having the same considerations
as in Example 3.

Theorem 3: If there exists δ > 0 such that c1, c2, c3, c4, ϵ
and µ are analytic on DL+δ , and |ϵ(z)| > 0 and |µ(z)| > 0
for all z ∈ DL+δ , then there exists a pair of power series
solution for Kvv and Kvu in the form of (7) which converge
and define analytic functions in the polydisc DL+δ/2 ×
DL+δ/2, that are the unique solution of the kernel equations
(36)–(39).
Figure 6 shows the convergent series of the corresponding
gain kernels for µ(x) = 1.5 + x2, ϵ(x) = 1.2 + x3,
L = 1, c1(x) = 3 cos(x),c2(x) = sin(2x),c3(x) = 1 +
2 exp(x),c4(x) = 1

3+y2 ,q = 1, which verify the required
assumptions. The presence of space-varying transport slows
down the computation.

E. Example 5: Motion planning kernels for (0+2)× (0+2)
1-D linear hyperbolic system with space-varying coupling

This example is directly extracted from [14] and is the
simplest possible discontinuous example of an (n + m) ×
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Fig. 6. Hyperbolic 2x2 kernel gains Kvu(1, ξ) (left) and Kvv(1, ξ) (right)
for different orders, showing convergence (Example 4).

(n + m) system4 , having even a explicit solution for
constant coefficients. For simplicity consider only space-
varying coefficients for the coupling coefficients but not for
the transport speeds (this more challenging case will be
considered in future work). Thus, consider the plant

v1t(t, x)− µ1v1x(t, x) = σ12(x)v2(t, x), (40)
v2t(t, x)− µ2v2x(t, x) = σ21(x)v1(t, x), (41)

for x ∈ (0, 1), with µ1 > µ2 > 0, with boundary conditions

v1(t, 1) = U1(t), v2(t, 1) = U2. (42)

The objective is to design U1(t) and U2(t) so that v1(t, 0) =
Φ1(t) and v2(t, 0) = Φ2(t) for some functions Φ1,Φ2 for
t ≥ tM where this time is determined from the values of
the transport speeds. As argued in [14], the motion planning
problem is solved by the inputs

U1 = Φ1

(
t+

1

µ1

)
+

∫ 1

0

L11(1, ξ)v1(ξ)dξ

+

∫ 1

0

L12(1, ξ)v2(ξ)dξ, (43)

U2 = Φ2

(
t+

1

µ2

)
−
∫ 1

0

µ1

µ2
L21(ξ, 0)Φ1

(
t+

1− ξ

µ2

)
dξ

+

∫ 1

0

L21(1, ξ)v1(ξ)dξ +

∫ 1

0

L22(1, ξ)v2(ξ)dξ, (44)

where the kernels L11, L12, L21 and L22 verify

µ1∂xL11(x, ξ) + µ1∂ξL11(x, ξ) = σ21(ξ)L12(x, ξ),(45)
µ1∂xL12(x, ξ) + µ2∂ξL12(x, ξ) = σ12(ξ)L11(x, ξ),(46)
µ2∂xL21(x, ξ) + µ1∂ξL21(x, ξ) = σ21(ξ)L22(x, ξ),(47)
µ2∂xL22(x, ξ) + µ2∂ξL22(x, ξ) = σ12(ξ)L21(x, ξ),(48)

with boundary conditions

L11(x, 0) = L12(x, 0) = L22(x, 0) = 0, (49)

L12(x, x) =
σ12(x)

µ2 − µ1
, L21(x, x) =

σ21(x)

µ1 − µ2
. (50)

It must be observed that L12, differently from the
other kernels, possesses two boundary conditions, namely
L12(x, 0) = 0 and L12(x, x) =

σ12(x)
µ2−µ1

. This is solved by ob-
serving the fact that hyperbolic equations can accommodate
discontinuities along characteristic lines and still be smooth
everywhere else [9]. In particular, the characteristic line of

4The notation (n+m)× (n+m) is usual in the backstepping literature
and it refers to a hyperbolic 1-D system having n convecting (typically
uncontrolled) and m counterconvecting (typically controlled) states.

L21(1,ξ) L22(1,ξ) L11(1,ξ)

L12(1,ξ) L21(ξ,0)

0.2 0.4 0.6 0.8 1.0
ξ

-2

-1

1

2

3

Fig. 7. Gain kernels for Example 5. Note the discontinuous L22(1, ξ) and
the piecewise differentiable L11(1, ξ) at the point ξ = µ2/µ1 = 0.6.

L12 is found from its PDE (46) to be ξ = µ2/µ1x. Thus
one needs to define L12 piecewise, so that L12(x, ξ) =
L1
12(x, ξ) if ξ < µ2/µ1x and L12(x, ξ) = L2

12(x, ξ) if
ξ > µ2/µ1x, and its value undefined along the characteristic.
Now, since L12 appears in the L11 equation (45), so similarly
L11(x, ξ) = L1

11(x, ξ) if ξ < µ2/µ1x and L11(x, ξ) =
L2
11(x, ξ) if ξ > µ2/µ1x, but in this case the line ξ =

µ2/µ1x is not a characteristic line of (45) and therefore the
kernel L11 has to be continuous along that line, namely, the
condition L1

11(x, µ2/µ1x) = L2
11(x, µ2/µ1x) needs to be

added (however in general the resulting L11 kernel will not
be differentiable along the line so a kink may be visible).
In this fashion, there are as many boundary conditions as
analytic kernel pieces and the resulting linear system verified
by the power series coefficients is well-posed.

Leveraging the proofs of [14] (which are based on the
method of characteristics and the solution of integral equa-
tions with successive approximation series) and carefully
considering the different regions of the triangular domain
where the solution is defined according to the previous
discussion, the following theorem is stated.

Theorem 4: If there exists δ > 0 such that σ12 and
σ21 are analytic on D1+δ , and µ1 > µ2 > 0, then there
exists piecewise power series solutions for L11, L12, L21, L22

which converge and define analytic functions in the polydisc
D1+δ/2 ×D1+δ/2, that are the unique solution of (45)–(50).

For the particular case µ1 = 0.5, µ2 = 0.3, σ12(x) =
0.2+x/3, σ21(x) = 0.3+y2/3, the resulting gain kernels are
shown in Fig. 7 for n = 25. Note the discontinuous character
of L12(1, ξ) and the piecewise differentiable character of
L11(1, ξ) with a visible kink at ξ = µ2/µ1 = 0.6 . This
example does not require very high-order polynomials, but
different values of the parameters may produce oscillatory
solutions that require them, resulting in extremely slow
computation and/or numerical issues. Indeed this is the case
in the explicit solutions shown in [8]; reproducing Figures
1-2 of [8] requires n above 40.

IV. MULTILAYER TIMOSHENKO BEAMS

This example is extracted from [7], [23]. The physical
model of Multilayer Timoshenko beam is a coupled second-
order hyperbolic PDE system, namely

v1,tt = η1 (v1,xx + θ1,x)− kNsN , (51)
ζ1θ1,tt = θ1,xx − η1 (v1,x + θ1) + h1kT sT , (52)
βv2,tt = η2 (v2,xx + θ2,x) + kNsN , (53)
ζ2θ2,tt = αθ2,xx − η2 (v2,x + θ2) + h2kT sT , (54)

sT = −h1θ1 − h2θ2, sN = v1 − v2, (55)
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with boundary conditions

v1,x(0, t) = θ1(0, t)− ξ1v1,t(0, t)− ξ2v1(0, t), (56)
v2,x(0, t) = θ2(0, t)− ξ3v2,t(0, t)− ξ4v2(0, t), (57)
v1,x(1, t) = U1(t), θ1,x(0, t) = 0, (58)
θ1,x(1, t) = U2(t), v2,x(1, t) = U3(t), (59)
θ2,x(0, t) = 0, θ2,x(1, t) = U4(t), (60)

where U1(t), U2(t), U3(t) and U4(t) being the actuation
variable. See [7] for the definition of the coefficients appear-
ing in the plant. Under the assumption that the anti-damping
coefficients ξ1 and ξ3 appearing in (60) verify ξ1 ̸= 1/

√
η
1

and ξ3 ̸= 1/
√
η
2
, the plant is equivalent, via a Riemann

change of coordinates, to a a (4+4)×(4+4) heterodirectional
system of hyperbolic PIDEs, which can be then stabilized
by well-established backstepping control design methods.
Even if the system has constant coefficients, the stabilizing
backstepping design requires the solution of 48 coupled
kernels, but the domain should be divided into 7 different
areas due to the presence of lines of discontinuities, so
potentially up to 16+7×32 = 240 power series expansions
may need to be computed (the actual number is smaller due
to exploiting the specific couplings).

The resulting control law [7] is as follows

U1(t) =
Up(t)√

η1
− v1,t(1, t)√

η1
, (61)

U2(t) = Ur(t)−
√
ζ1θ1,t(1, t), (62)

U3(t) =
Uq(t)√

η2
− v2,t(1, t)√

η2
, (63)

U4(t) =
Us(t)√

α
−

√
ζ2θ1,t(1, t)√

α
. (64)

where U = [Up, Ur, Uq, Us]
T is defined as

U=

∫ 1

0

K (1, y)Z (y, t)dy+

∫ 1

0

L (1, y)Y (y, t)dy+Φ(1)X,

(65)
where the variables Z, Y,X are defined in terms of deriva-
tives and traces of the state (see [7]), and whose gain kernels
are the particular values of the 4× 4 matrices Kij , Lij ,Φij

evaluated at x = 1. These matrices are found by solving

ΣKx +KyΣ = (K − L) Λ− Ω(x)K − F

+

∫ x

y

[K(x, s)− L(x, s)]Fds, (66)

ΣLx − LyΣ = (K − L) Λ− Ω(x)L− F

+

∫ x

y

[K(x, s)− L(x, s)]Fds, (67)

Φx = Σ−1ΦA− Σ−1Π− Σ−1Ω(x)Φ

+

∫ x

0

Σ−1(K − L)Πdy

+Σ−1L(x, 0)ΣD, (68)

with boundary conditions for K and L,

ΣL(x, x) + L(x, x)Σ = −Λ, (69)
ΣK(x, x)−K(x, x)Σ = −Λ + Ω(x), (70)
K(x, 0)Σ− L(x, 0)ΣC = Φ(0)B. (71)

See [7] for condition for Φ(0) required for stabilization.
The kernels equation are solved taking into account that

K12,K13,K14,K23,K24,K34 are all discontinuous due to
the fact that (70) and (71) needs to be simultaneously
verified. Thus, they possesses “lines of discontinuity” along
which they should be split in several analytic parts by
dividing the triangular domain T into several parts. Specif-
ically, we start by solving K11,K12,K13,K14 since they
are coupled with each other and independent of other
kernel functions. six discontinuous kernel functions means
the triangular domain should be divided into seven parts.
Therefore, 28 coupled kernel functions should be obtained.
Next, K21,K22,K23,K24 are solved. Since K23,K24 are
also discontinuous and they are coupled with K11, we also
need to divide the areas to 7 which means we equivalently
solve 28 coupled kernel functions as well. This procedure is
followed until all the kernels are found.

The coefficients of two-layer Timoshenko beams are se-
lected as η1 = 10, η2 = 14, ζ1 = 0.1, ζ2 = 0.11, h1 =
0.04, h2 = 0.05, kT = 10, α = 1.1, β = 1.15, ξ1 = ξ3 =
−1, ξ2 = ξ4 = 1 which comes from [23]. We show the
solutions of the gain kernels Kij(1, y), Lij(1, y), 1 ≤ i ≤
4, 1 ≤ j ≤ 4 in Fig. 8, and we do not state any theorem.
The boundary values Φ appearing in control law are

Φ(1)=


59.6112 3.9875 −46.8085 −2.5694
516.792 37.7977 −393.15 −22.9081
−117.036 −4.86715 126.131 3.91881
24.1778 0.594879 −0.206473 14.9768


V. CONCLUDING REMARKS

The numerical solution of kernel equations is a challenge
that every designer applying backstepping must eventually
face; in this paper, we have shown that the power series
method stands as an alternative to other approaches with
several examples, and we have given the necessary condition
for the series to converge by leveraging existing proofs and
some basic complex analysis results. Thus, normally one
would use the method when a kernel solution is known
to exist, but it can also be used to show existence of
solutions [36]. It must be noted that the provided code, in
the form of easily adaptable Mathematica notebooks, can
be adapted to many other cases in a matter of minutes
quickly providing solution to kernel equations in multiple
settings. Other features of the method include precision, and
the ability to produce symbolical kernels depending on pa-
rameters which may be invaluable for pursuing e.g. adaptive
controllers. A complex multi-kernel, multiple-discontinuity
example that requires computing dozens of kernels (which
are piecewise defined as hundreds of series expansions) for
the stabilizing feedback law of a multilayer Timoshenko
beam is given, demonstrating the applicability of the method
to state-of-the-art designs.

The main limitation of the method comes from the “com-
plexification” of the coefficients. Thus, one needs analyticity
of the coefficients not only in the original PDE domain but
also in its complex counterpart. Similarly, the positivity of
diffusion or transport coefficients needs to be respected in
their complex extension, which may restrict the applicability
of the method; that the method fails does not mean that
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Fig. 8. Solutions of Timoshenko gain kernels Kij(1, y), Lij(1, y), 1 ≤ i ≤ 4, 1 ≤ j ≤ 4 (from left to right).

there is not a solution to the kernel equations, only that it
cannot be represented by a power series centered at zero. A
second limitation arises from the fact that a power series is
not the best possible way to represent some functions, e.g.,
highly oscillatory ones, and therefore very high orders may
be required, considerably slowing down kernel computation.

Future work includes the solution of kernel equa-
tions for coupled system with spatially-varying transport
speed/diffussion coefficients, which possess lines of discon-
tinuity defined by an analytic differential equation.
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