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A robust time-delay approach to continuous-time extremum seeking for
multi-variable static map

Xuefei Yang and Emilia Fridman

Abstract— In this article, we introduce a time-delay approach
to gradient-based extremum seeking (ES) in the continuous
domain for n-dimensional (nD) static quadratic maps. As in the
recently introduced (for 2D maps in the continuous domain),
we transform the system to the time-delay one (neutral type
system). This system is O(g)-perturbation of the averaged
linear ODE system. We further explicitly present the neutral
system as the linear ODE, where O(¢)-terms are considered
as disturbances with distributed delays of the length of the
small parameter ¢. Quantitative (for uncertain map) and
qualitative (for unknown map) practical stability analyses are
provided by employing a variation of constants formula that
greatly simplifies the results compared to the previously used
Lyapunov-Krasovskii (L-K) method. The new approach also
simplifies the conditions and improves the results. Examples
from the literature illustrate the efficiency of the new approach,
allowing essentially large uncertainty of the Hessian matrix with
bounds on ¢ that are not too small.

Index Terms— Extremum seeking, averaging, time-delay,
practical stability.

I. INTRODUCTION

ES a model-free based method for adaptive control which
deals with systems where the reference-to-output map is
uncertain but is known to have an extremum. Due to its
numerous advantages such as its simple principle, low com-
putational complexity and model-free nature, ES control is
used in many fields (see [1]-[3]). Following the emergence of
the main theoretical breakthrough for an ES system by using
averaging and singular perturbations in [4], a great amount
of theoretical studies on ES have emerged in the literature,
for instance: semi-global and global ES control ([6], [7]),
stochastic ES via the stochastic averaging theory ([8], [9]),
ES via Lie bracket approximation ([10], [11], [12]) and ES
via Newton method ([13], [14]) and ES via hybrid dynamic
inclusions ([15]).

The conventional approach to analyze the stability of ES
systems is dependent upon the classical averaging theory and
singular perturbations (see [16]). However, these methods
only provide the qualitative analysis, and cannot suggest
quantitative upper bounds on the parameter that preserves the
stability. Recently a new constructive time-delay approach to
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the continuous-time averaging was presented in [17] with
efficient and quantitative bounds on the small parameter
that ensures the stability. The time-delay approach to av-
eraging was successfully extended to discrete-time systems
in [18], and applied for the quantitative stability analysis
of continuous-time ES algorithms in [19] and sampled-
data ES algorithms in [20] in the case of 2D static maps
by constructing appropriate L-K functionals. However, the
analysis via L-K method is complicated and the results are
conservative, since only small uncertainties in Hessian and
initial conditions are available.

In this paper, we develop a robust time-delay approach to
ES of nD static maps via practical stability analysis of the
averaged system. After transforming the ES dynamics into
a time-delay neutral type model as in [19], [20], we further
transform it into an averaged ODE perturbed model, and
then use the variation of constants formula instead of L-K
method to quantitatively analyze the practical stability of the
ODE system (and thus of the original ES system). Explicit
conditions in terms of simple inequalities are established to
guarantee the practical stability of the ES control systems.
Through the solution of the constructed inequalities, we
find upper bounds on the dither period that ensures the
practical stability. Comparatively to the L-K method utilized
for neutral type systems in [19], [20], here we adopt the
variation of constants formula for the ODE systems. This
greatly simplifies the stability analysis process along with
the stability conditions, and improve the quantitative bounds
as well as the permissible range of the extremum value and
the Hessian matrix. Moreover, our approach allows a larger
decay rate and a smaller ultimate bound on the estimation
error. In addition, for the case that the map is totally
unknown, we also provide a simple qualitative analysis by
using the variation of constants formula.

Notation: The notation used in this article is fairly stan-
dard. The notations N4, N and Z refer to the set of positive
integers, nonnegative integers and integers, respectively. The
notation P > 0 for P € R"*" means that P is symmetric and
positive definite. The symmetric elements of the symmetric
matrix are denoted by *. The notations || and ||-|| refer to
the usual Euclidean vector norm and the induced matrix 2
norm, respectively.

II. A TIME-DELAY APPROACH TO ES
A. ES for uncertain map

Consider the multi-variable static map given by

(1) =0Q(8(r)) = Q" +5[6(r) — 6*]"H[6(r) - 67], (1)
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where y(¢) € R is the measurable output, 8(¢) € R" is the
vector input, O* € R and 6* € R” are constants, H = HT €
R™" is the Hessian matrix which is either positive definite
or negative definite. Without loss of generality, we assume
that the static map (1) has a minimum value y(r) = Q* at
0(r) = 6, and then H > 0. In the present paper, in order to
derive efficient conditions, we assume that:

A1 The extremum point 6* to be sought is uncertain from
a known ball where each of its elements satisfies 6;(0) €
[67.67) (i=1,...,n) with X (6] —6;)* = 0.

A2 The extremum value Q is unknown, but it is subject
to |Q*| < O3, with Q3 being known.

A3 The Hessian matrix H is uncertain, H = H + AH with
H > 0 being known and ||AH|| < k. Here k¥ >0 is a given
scalar.

Under A3, there exist two positive scalars H,, and Hy
such that

Hy < ||H| < Hy. @)

Remark 1: In classical ES, the Hessian H, the extremum
value Q* and the extremum point 8% in (1) are assumed
to be unknown, where tuning parameters may be found
from simulations only. Here we study a "grey box" with
Assumptions A1-A3 and provide a quantitative analysis.
There is a tradeoff between the quantitative analysis with
the plant information and the qualitative analysis without the
model knowledge.

The gradient-based classical ES algorithm is governed by
the following equations:

0(1) = 6(1)+5(1), 6(r)=KM(t)y(t), 3)

where (t) is the real-time estimate of 6%, S(¢) and M(r) are
the dither signals satisfying

S(t) =
M(t) =

,aysin(,t)]T,

T
= sm(a)nt)} ,

[a1 sin(a)lt), e
2 . “)
a sin(onr),..
in which @; # w;,i # j are non-zero, @;/; is rational and
a; are real number. The adaptation gain K is chosen as

K = diag{ki,ks,... .o}, ki <0, i=1,....n.  (5)

such that KH is Hurwitz (for instance, K = kI, with a scalar
k <0).

Define the estimation error 6(r) as 6(r) = (1) —
by (3), the estimation error is governed by

6(1) = KM(1)[Q" + 35" (VHS(1) + 30T (VHO(W) )
ST(HO()].

For the stability analysis of the ES control system (6), the
classical averaging approach usually resorts to the averaged
system via the averaging theorem [16]. To be specific,
treating 6(¢) as a “freeze” constant in the averaging analysis
and defining @; = 2”’ Ji €Ny (i=1,...,n) satisfying [; #
lj,i# j, the averaged system of (6) can be derived as [14]

B (1)

which is exponentially stable for small k since KH is Hur-
witz. The classical averaging approach leads to a qualitative

0*. Then

= KHO,(t), (N

analysis, and cannot suggest quantitative lower bounds on the
dither frequency that guarantee the practical stability as well
as the quantitative calculation of the ultimate bound of seek-
ing error. By comparison, we will present an approximation-
free method with quantitative bounds on the parameters.

Inspired by [17], [19], we first apply the time-delay
approach to averaging of (6). Integrating (6) in # > € from
t—€tot, we get

eJe0(r)dT = ¢ L KM(7)Q"d7
+ 25 L KM(7)ST(T)HS(7)dT
+ 5 1 KM(7)8T (1)HO(T)dT
+ 1 KM(T)ST(T)HO(T)dT, t > €.

(®)

In the remainder of this paper, we define x+y = x+y—y.
For the first term on the right-hand side of (8), we have

+ ) KM(7)Q"dt

* i [ N ?
= %Q Kcol{a%f[,g sin (27;1’ T)df}z:l =0, ®
where we have used

Jesin (3it)dT=0, i=1,...;n (10)

For the second term on the right-hand side of (8), we have
s )i KM(t 7)8T(t)HS(c)dT
1 L ataj ij 2nl;
1K col Z Y Jigsin (1)

i=1 j=1

(an

X sin(2 di ’L') s1n(2”lkr)d1}k ] =0,

where we have utilized
J!_esin (2”1’ ) sin (@7) sin (2Lel"r)d1 =0
For the third term on the right-hand side of (8), we have
%igf,}gKM(r)éjT(r)HQ(r)dr o
= ?L{EKM@)[G gf)HG(T) +60'(r)HO(t)]dr
=50 (t)HG(t)Kf,igM(r)gr
- éff_ef;KM(T)?T(s)HLQ(s)dsdT
L0 JiKM(T)8" (s)H B (s)dsdT,

12)

where we have employed [/ . M(t)dt =0 via (10). For the
fourth term on the right-hand side of (8), we have

i EKM( 7)ST(t)HO(1)dt
= LI Km(e)sT (0 (8(x) £ 6(0))ar
gKfffg (1)S™()dzHO(1)
— Lyt JikM(7)ST (T)HO(s)dsdT
— KHO(1)— L ["  J!KM(7)ST(t)H(5)dsdr,

where we have utilized [/  .M(7)ST(t)dt = €l,, since
t 2a 2ml; . 27l - £,
I e a“ s1n( T ‘c) sm(T"E)dT— { 0.

For the left-hand side of (8), we have
¢ e 0(1)dT = §[6(1) — G(1)],

(13)

i=J,
i].

(14)

where

G(t) =1 [} o(t—1+€)B(r)de (15)
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Finally, employing (9), (11)-(14), system (8) can be trans-
formed to

4[0(t)—G(t)] =KHO(t) Y (1) - Ya(t), t > €,  (16)

where

M) = ¢ IKM(D)8T ()HO(s)dsdT, (o

Ya(t) = 1/ o JiKM(7)ST(T)HO(s)dsdr,

whereas 0 (s) is defined by the right-hand side of (6). Clearly,
the solution B(¢) of system (6) is also a solution of system
(16). Thus, the practical stability of the original non-delayed
system (6) can be guaranteed by the practical stability of the
time-delay system (16), which is a neutral type system with
the state 6, as derived in [19] for 2D maps.

In this paper, for simplifying the stability analysis, we
further set

2(t) = 0(t) — G(1). (18)
Then system (16) can be rewritten as
#(t) = KHz(t) + KHG(t) = Y (t) = Ya(t), t > €. (19)

Comparatively to the averaged system (7), system (19) has
the additional terms G(¢), Y1 () and Y>(¢) that are of the order
of O(g) provided O(s) and 6(s) (and thus z(¢)) are of the
order of O(1). Hence, for small € > 0 system (19) can be
regarded as a perturbation of system (7).

Differently from [19], we will analyze (19) as ODE w.r.t.
z (and not as neutral type w.r.t. 8) with delayed disturbance-
like O(€)-terms G,Y},Y, that depend on the solutions of (6).
The resulting bound on |z| will lead to the bound on 0 :
|6] < |z| +|G|. The bound on z will be found by utilizing
the variation of constants formula compared to L-K method
employed in [19].

Theorem 1: Let A1-A3 be satisfied. Consider the closed-
loop system (6) with the initial condition |(0)| < 6y. Given
tuning parameters k;, a; (i =1,...,n) and &, let matrix P
(I, < P < pl,) with a scalar p > 1 and scalar § > 0 satisfy
the following LMI:

[ @ PK
P = x =,
&y, = A'K"P+ PKH +28P + {1,

<0, 0)

Given ¢ > op > 0, let there exits €* > 0 that satisfy

* 2 N2
@y = p (Go L€ A[Z(A1+2A§+A3)+36]) _ (G _ %) <0,

(21
where
2 e
* H, n n i
A= |Qy+3* (G+\/Zi=1az'2) ] \[ Li=1 2
A = HMmaxizgl[l.n]|kI" Ay = oHy ;_1:1 ‘Liz,-z, (22)

2
__ Hy n 4k )
Ay =70 Lici 2 i=19; -
1

Then for all € € (0,&*], the solution of the estimation error
system (6) satisfies

6(n)] < [6(0)| +eA< o, r€0,e],
16(1)| < y/pe 20 (16(0)| + %5*)

AR(A+Ay+A F)
+8[(1+§;3)ﬁ+]<6,t28.

(23)

Moreover, for all € € (0,€*] and all initial conditions |6(0)| <
oy, the ball

®— {é €R |é(t)| < 8A[2(A1+A§;A3)\/ﬁ+5] }

(24)

is exponential attractive with a decay rate §.
Proof: See Appendix Al. [ ]
Remark 2: Given any oy and 62 > pcg, inequality ($; <
0 in (21)) is always feasible for small enough €*. Therefore,
the result is semi-global. For ®; < 0 in (20), since KH is
Hurwitz, there exists a n X n matrix P > 0 such that for small
enough & > 0, the following inequality holds: ¥ = HTKTP+
PKH +28P < 0. We choose § = 1/k. Applying the Schur
complement to ®; < 0, we have ¥+ k (I, + PKKP) <0,
which always holds for small enough ¥ > 0 since ¥ < 0.
For P > 0, there exist positive scalars p; and p, such that

plln SPSPZIn- (25)

If p; # 1, we can rewrite (25) as I, < ﬁP < %In, which
is in the form of I, < P < pl, by setting P=P/p; and p =
p2/p1. Furthermore, ®; < 0 (i = 1,2) hold with the modified
{P,p} as well as the bound in (24).

Remark 3: We give a brief discussion about the effect
of free parameters on the performance of ES system. For
simplicity, let K = kl,, with k < 0 being a given scalar. Then
from (22) we know that A and A; (i = 1,2, 3) are of the order
of O(Jk|) as well as the decay rate 6 since & = |k| Amin(H).
Thus

2 2\/ﬁA(A1+A2+§§)+(3\/ﬁ+])A6
is of the order of O(|k|]). Note from (21) that £* <
1,% (G - \/]70'0) , which implies that for given o > ¢y > 0,
€* is of the order of O(1/|k|). Therefore, the decay rate &
increases as |k| increases, while £* decreases as |k| increases.
So we can adjust the gain K = kI, to balance the decay rate

S and &*. In addition, we let & £ A[z(A1+A22JgA3)‘/m5]. Then
the ball in (24) can be rewritten as
©@={6€cR:|0(r)| <etr}. (26)

Note from (22) that ?, is an increasing function of o, thus,
for given oy, 8, €, a; and k; (i =1,...,n), we can solve the
inequality (21) to find the smallest o, and then substitute it
into (26) to get the bound. Moreover, if €% < 6y — B with
some f3 € (0,0p), we can reset op = €% + B and repeat
the above process to obtain a smaller ultimate bound (UB).
Obviously, the lower bound of UB in theory is €1, with
o=0.

Remark 4: Compared with the results in [19], Theorem
1 presents much simpler proof and LMI-based conditions,
which allow us to get larger decay rate and period of the
dither signal. Moreover, it is observed from (24) that the
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ultimate bound on the estimation error is of the order of
O(e) provided that a;,k; (i=1,...,n) are of the order of O(1)
leading to & of the order of O(1). This is smaller than O(+/€)
achieved in [19]. In addition, due to the complexity of the
LMIs in the vertices when the Hessian H is not known, the
work [19] did not go into details to discuss the uncertainty
case. As a comparison, by using the established time-delay
approach, we can easily solve the uncertainty case.

Next we consider a special case with the Hessian H being
diagonal, namely, H = diag{h,h,...,h,} with h; >0 (i =

1,...,n). We also assume that H is unknown, but satisfies
(2). In this case, instead of utilizing the Lyapunov method
to find the upper bound of the fundamental matrix eX#’  we

can directly compute that

HeKHtH < e Hmminiey plkilt & e % vt >0.

This can lead to a simpler analysis and more concise result
as shown in the following corollary.

Corollary 1: Let A1-A2 be satisfied and the diagonal
Hessian H be unknown but satisfy (2). Consider the closed-
loop system (6) with the initial condition |8(0)| < 6y. Given
tuning parameters k;, a; (i =1,...,n) and ¢ > oy > 0, let
there exits € > 0 that satisfy

® =0y + s*A[(A1+A§+A3)+26]
where A and A; (i = 1,2,3) are given by (22). Then for all

€ (0,&*], the solution of the estimation error system (6)
satisfies

<o,

(1)) <6(0)| +eA < o, 1 € [0,€],
(1)] < e 30 (1§(0)| + 32)
+ EARAL AT 5 >,

|6
|6

Moreover, for all € € (0, *] and all initial conditions |8(0)| <
0y, the ball

0= {é ER:|O(1)| < %W}

is exponential
Hyymingey(y ) kil -

attractive with a decay rate O =

B. ES for unknown map

In this section, we consider a more general case that the
map Q(¢) is totally unknown without the assumptions of
A1-A3 as needed in the previous section. Without loss of
generality, we still assume H > 0 and consider the gradient-
based ES algorithm (3) with § (0) € R”, the adaptation gain
K is chosen as (5) such that KH is Hurwitz. The estimation
error of 6 (1) on @* satisfies (6). By the arguments similar
to (8)-(18), we can obtain (19), which follows from (6). The
stability analysis procedure for this case follows the same
steps as Theorem 1.

Consider the corresponding to (19) homogeneous system:

2(t) = KHz(1). 27
Since KH is Hurwitz, then by Theorem 4.11 in [16], there

exist two scalars ¢, 3 > 0 such that the state transition matrix
of (27) satisfies

|eXH|| < ae™P", v > 0. (28)

By the same stability analysis procedure as in Theorem 1
and (28), we obtain

2(0)] < ||| Iz(e)

+EA(A +My+A3) [ HeKH(r—s> ds
_ A
< ae P9 (16(0 )|+38A)+%

»t>87

where

2
s H n n 4k
07|+ 11 (G+\/Zi=1az'2> ] =12

[|H || maxi=1.... ulki] cHHH n 4
A] = 2 A - i=1 a-2’ )
1
_ [lH] n 47 n 2
A3 =5 i=1 2 \/ Li=19
1

by which and (18), we finally get
6()] < la(t )\+|G( )l

<ae‘ﬁ’ € (16(0)] +34*)
VST S

(29)

Based on the above analysis, the semi-global practical
stability of the closed-loop system (6) can be stated in the
following proposition:

Proposition 1: For any ¢ and oy satisfying 6 > ooy > 0,
consider the closed-loop system (6) with the initial condition
|6(0)| < 0p. Given tuning parameters k; and @; (i=1,...,n),
there exists £* > 0 such that for all € € (0,€*], the solution
of the estimation error system (6) satisfies

6(1)] <16(0)| +eA <o, 1€ [0,¢€],
B(0)] < ae Pt (18(0)]+ %)
+%+ £ <o, t>¢

with some positive @ and 3, where A, A;, i =1,2,3 are given
by (29). Furthermore,

limsup |6(r)|

[—o0

=0 (¢g).

C. Examples

1) Vector systems: n =2: Consider an autonomous ve-
hicle in an environment without GPS orientation [5]. The
goal is to reach the location of the stationary minimum of a
measurable function

et 0) ="+ [ ) 500 | 3 |
=x*(1) +y2(t),
where
o-on-[2 0]
We employ the classical ES

x(t) = £(t) +ay sin(wy 1), y(t) = H(t) +azsin(wyt),
&(r) = Hrsin(@)J (1), $(1) = B2 sin(w1)J (1)
with k; =k, = —0.01, a; = ap =0.2. The solutions are shown

in Table I. It follows that Corollary 1 allows larger decay
rate 0 and much larger upper bound £* than those in [19].
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Moreover, when the upper bound €* shares the same value,
our results allow much larger uncertainties in initial condition
op than those in [19]. Finally, we make a comparison for the
ultimate bound under the same value of €. The solutions are
shown in Table II. It follows that the values of UB obtained
by Corollary 1 are much smaller that those in [19].

TABLE I
COMPARISON OF €* IN VECTOR SYSTEMS: n =2

ES: sine wave | 0y | © o &*

[19] V2 [2v2]0.01]0.017

Corollary 1 V2 [2v2]0.02]0.042

Corollary 1 255 4 10.02]0.017
TABLE II

COMPARISON OF UB IN VECTOR SYSTEMS: n =2

ES: sine wave | oy | © ) € UB
[19] V2 [2v2]001]0017] 19
Corollary 1 [2.55] 4 [0.02]0.017 [ 1.4e73

2) Vector systems: n = 6: Consider the quadratic function
(1) with [10]

0" =0, 0*=[1,1,—1,—1,—1,1]7, H=diag{1,1,1,1,1,3}.

If Q" and H are unknown, but satisfy A2 and (2) we consider
Oy =0.5, H, =0.8, Hy =3.2.

We select the tuning parameters of the gradient-based ES
as k; = —0.05, ;=1 (i=1,...,6). Both the results for
known and uncertain Q are shown in Table III, illustrating
the efficiency of our method.

TABLE III
VECTOR SYSTEMS: n =6

ES: sine wave oplo| o e* UB
Uncertainty-free case | 1 |2 [0.150 [ 1.0e=2 [ 0.315
Uncertainty case 1 [2]0.025]1.4e73]0.382

III. CONCLUSION

This paper developed a time-delay approach to ES in the
continuous domain which offers a simpler and more efficient
stability analysis method based on simple inequalities. Ex-
plicit conditions in terms of inequalities were established to
guarantee the practical stability of the ES control systems by
employing the variation of constants formula to the perturbed
averaged system. In comparison to the L-K method, the
newly established method not only simplifies the stability
analysis of ES but also improves its results. For example,
it enables us to obtain larger decay rates, periods of dither
signals, and uncertainties of the map. Furthermore, for the
case that the map is totally unknown, our approach also
provides a simplified qualitative practical stability analysis.
Further research topics could include ES for dynamic maps
and non-quadratic maps.

APPENDIX: PROOF OF THEOREM 1

Assume that

16(t)| < o, Vt > 0. (30)
Note from (1)-(6) and (30) that
YO = Q" +3(8() +S(1))TH(6(r)
<Q}{4+2M<G+ yr > t>0,
60| = 1kMOy0)] <A, 120,
18()] = 60+ f58(s)ds| < 18(0)| +eA, 1 € [0,¢]
3D

with A given by (22). The first inequality in (23) follows from
the third inequality in (31) since ¥, < 0 in (21) implies that
0y + €*A < 0, Ve € (0,€*]. Next we consider the case with
t> €.

To make the second inequality in (23) hold, we use the
variation of constants formula for (19) to obtain

2(1) = eKHI=E)7(g)

T LK KHG(s) — Vi (s) ~ Va(s)lds, 1>, O
From (15) and (31) we have
G| = [ e(r=1+)b(n)d \
_lij( t—t+e)d(1)|d (33)
<IA[f (t—t+e)dr =2,
and
KHG(1)| < K| [H[|G(r)| < “2mnana bl _ gq.
with A; given by (22). From (17) and (31) we have oY
Y10 = |4 e [iKM(2)87 (5)H(s)dsdz|
< L e KM ()] |07 ()| || 61(s)| dsar
< éj}’_sfé\/ L otydsds 4
=5 /XL, 2 GHMA*SA Ay,
and
V(0] = | LI JEKM(2)S" (1) H () dsde)
< éjt LM HST )| I|1H]|8(s)| dsd
(36)

<L T Y a?HyAdsdt

aK?
N Y ,’.;lal?HMA:sA-Ag,

2\ Ei=12

where A, and A3 are given by (22). Via (32) and (34)-(36),
we obtain

[2(1)] < He”’(’*) l2(e)]

+ || KHE [[KHG(s)| + |1 (5)| + Y2 (s) || ds

< oo
+EA(A + 80 +Ag) f¢ | KM 1 ds, £ > e
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In order to derive a bound on eX¥?

system

, consider the nominal

#(t) = KHz(t) = K(H+AH)z(t), t >0, (38)

where we noted A3. Choose the Lyapunov function V(¢) =
ZF(t)Pz(t) with P satisfying I, < P < pl,. Then
V(t)+28V(t) = 2" (t)P[K(H + AH))z(t)
+282" (1) Pz(t).
To compensate AHz(t) in (39) we apply S-procedure,
we add to V() + 26V(z) the left hand part of
C(k?|z(1)]* — |AHZ(t)]*) >0 with some ¢ > 0. Then,
we have
V(t)+28V(t) <277 (t)P[K(H + AH))z(t)
+2827(1)P2(r) + ¢ (K21a(r) P~ |AH(1) )
=T Pi&(r),
where ET(1) = [ZT(¢),2"(t)(AH)T] and @, is given by (21).
Thus, if ®; <0 in (21), we have

(39)

V(t) < =28V(t), t >0, (40)
which with I, < P < pl, yields
() < V(1) <e7?V(0) < pe % |2(0)P,
namely,
[2(0)] < v/pe~?[2(0)], 1 > 0. (41)

On the other hand, by using the variation of constants
formula for (38), we have

z2(t) = eX17(0), 1 > 0. (42)
By norm’s definition and (41)-(42), we obtain

[[eXH|| = supy,o) =1 [€X2(0)|

(42) (41) -
= supy g1 [2(0)] < /P,
With (43), inequality (37) can be continued as

|2(1)] < /e z(e)]
+£A(A1 +A2 +A3)/pfie 80=)ds

= /pe )|z e)]
+ 8A(A|+A§+A3)\/ﬁ 1—
< \/]77675 tie)‘Z( )|+ eA( A1+A§+A3)\f'
Note from (18), (31) and (33) that

[2(¢)| = 16(¢) — G(e)| < [6(¢)| +|G(e)]
<16(0)|+eA+ 5 =6(0)] + 35,

by which, inequality (44) for ¢ > € can be continued as

(43)

(44)
o—8-g)

—o(f— ] A(A1+A2+A
l2(1)| < /pe31=2) (16(0 )‘+38A)+M_
Then
16(1)] = [2(r) + ()\<Iz()|+|G()|
< /e 8 (16(0)| + 38)
+w+m e,

which implies the second inequality in (23) due to

\/ﬁ(co_i_8*A[2(A1+2A§+A3)+36]>+ €8 <o,

namely,

*A2(A] +Ar+A 36 *
\/13(60+8 [(1+2§+ 3)+ ])<G—%.

The latter, by squaring of both sides, is equivalent to ®, <0
in (21).

By contradiction-based arguments in [19] (see Appendix
A), it can be proved that (21) results in (30). The proof is
finished.
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