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Abstract— Device-to-Device (D2D) communication is critical
in many public safety scenarios where access to network
infrastructure is not guaranteed. In such out-of-coverage sit-
uations, random resource allocation is a straightforward way
for direct communication by each D2D pair. However, such a
resource allocation plan often results in severe interference and
low throughput, which can degrade crucial communications
performance. In contrast, the problem of centralised joint
resource block selection and power control optimisation to
maximise the total data rate of all D2D pairs, known as
the sum-rate, is non-convex and NP-hard but can effectively
reduce interference. To address the inability to solve this non-
convex centralised problem setting due to limited information
in resource-constrained out-of-coverage scenarios, we propose
two distributed reinforcement learning schemes. Our methods
allow D2D pairs to autonomously make decisions on their joint
resource block and power allocation to minimise their mutual
interference and maximise their sum-rate, while maintaining
the quality of service constraints. To evaluate these methods in
out-of-coverage scenarios, we conduct extensive performance
evaluations using the ns-3 network simulator designed for
public safety LTE-D2D. We demonstrate that our algorithms, in
the absence of any centralised coordination and neighbouring
information, autonomously reach time-averaged sum-rates that
are within 98.2% and 98.6% of the rates achieved by the
centralised optimisation solution.

I. INTRODUCTION

It is disconcertingly true that the times when communi-
cation is most crucial—such as natural disasters or other
emergencies—are also when network infrastructure is most
likely to fail due to systemic issues and congestion. These
failures can severely impact the ability of first responders
to coordinate effectively. In such out-of-coverage scenar-
ios, where traditional network infrastructure and coverage
are unavailable, direct communication among responders
is critical. LTE-based Device-to-Device (D2D) networks,
leveraging existing LTE infrastructure, have emerged as a
technological solution for maintaining communication in
these situations [1], [2]. These networks facilitate direct
communication between devices, prioritise public safety
traffic during emergencies, and address the limitations of
Land Mobile Radio (LMR) systems, which do not support
broadband applications [3].

However, in these out-of-coverage D2D networks, re-
source allocation is typically performed randomly, resulting
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in significant interference between devices. Therefore, these
D2D networks must be organised in a way that effectively
minimises interference and maximises overall throughput, all
within the constraints of limited resources including resource
blocks and power. This is typically formalised as a joint
resource block and power allocation optimisation problem
that aims to maximise the combined data rates of D2D
pairs, known as sum-rates, while satisfying quality of service
(QoS) constraints [4]. Existing optimisation-based solutions
to this non-convex, NP-hard problem rely on assumptions of
access to detailed network information, such as instantaneous
global network data [5] or extensive instantaneous signalling
from D2D pairs [6]. However, these assumptions are im-
practical and render these methods unsuitable for resource-
constrained, out-of-coverage scenarios.

In contrast to optimisation, Reinforcement Learning (RL)
has demonstrated the ability to effectively scale to complex
environments without requiring prior knowledge of environ-
ment dynamics [7]-[9]. In D2D networks, single-agent RL
methods enable devices to adapt to the dynamic environment
through experience, while Multiagent RL. (MARL) allows
them to understand both the dynamics of the environment
and effective coordination with other pairs [4], [10]-[14].
These RL frameworks have successfully maximised the
sum-rate in underlay networks by minimising interference
between cellular and D2D users [10]-[12] and in overlay
networks by reducing mutual interference between D2D
users [4], [13], [14]. However, it must be noted that the
training environments for these RL methods are typically
either static, semi-static or episodically dynamic, which do
not fully capture the dynamic nature of wireless environ-
ments. Moreover, while these implementations do not rely on
instantaneous information as optimisation-based solutions,
they make analogous assumptions regarding access to the
channel state or signalling information, making them simi-
larly unsuitable for out-of-coverage scenarios.

To address this limitation, recent works have developed
methods designed for out-of-coverage D2D scenarios by em-
ploying distributed resource allocation schemes to improve
system coverage probability [15]; priority-based preemptive
scheduling schemes [16]; and investigating the channel pa-
rameters that affect the channel reliability and the amount
of delay introduced during communication to ensure a guar-
anteed bit rate of public safety network applications [17].
However, while these methods address the unique needs of
out-of-coverage scenarios, they do not solve the sum-rate
maximisation problem and have not explored RL algorithms.

To fill these gaps, our work proposes two new RL-
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based algorithms, named Independent-D2D (ID2D) and
Distributed-D2D (DD2D), which are designed to overcome
the limitations of existing optimisation and RL methods
and are specifically tailored for sum-rate maximisation in
resource-constrained, out-of-coverage scenarios. Of these,
ID2D uses locally available information at all times; while
DD2D employs a centralised training and decentralised
execution MARL framework [18]-[20] that requires only
local information on deployment. To ensure the realism of
both approaches, our simulations are built upon ns3-ai [21]
and the ns-3 LTE-D2D network simulation model modified
for public safety scenarios [22], following the Proximity
Services (ProSe) standard for LTE networks that is developed
by the 3rd Generation Partnership Project (3GPP) [23].
Our main contributions are as follows:

o We design two new distributed RL algorithms for
sum-rate maximisation that enable D2D pairs to au-
tonomously make decisions on resource block and
power allocation using only local historical information
without the aid of network infrastructure.

« We develop our experiments using ns-3 network simu-
lator designed for public safety scenarios, ensuring the
applicability of our methods in practical situations.

« We demonstrate the validity and utility of our techniques
through extensive simulations, showing that our dis-
tributed methods that use limited historical information,
can achieve performance comparable to the unrealistic
centralised methods that use instantaneous, global data.

II. MODEL AND BACKGROUND

In this section, we present the system and channel models,
an overview of RL, and necessary mathematical notation.

A. System Model

We consider N out-of-coverage D2D transmitter-receiver
(Tx-Rx) pairs that are deployed in a specific geographic
location to perform public safety tasks. Since the D2D pairs
are not connected to the network, each pair is equipped
with a predetermined resource pool of M resource blocks
to facilitate sidelink D2D communication. N D2D pairs
share these M resource blocks and for the case N > M,
interference between D2D pairs is likely to occur when
multiple devices choose the same resource block or transmits
at high power.

We denote D2D pair ¢ as the i-th D2D pair where 1 € 7 =
{1,2,..., N} is the set of D2D pairs and resource block j €
J =1{1,2,..., M} represents the set of available M resource
blocks. We assume that all Tx in D2D pairs have data to send
to their respective Rx, are synchronised, and use the same set
of sidelink parameters and resource pool configuration. Here
power control and resource block allocation are respectively
performed at the physical and mac layers.

B. Channel Model

We consider a standard wireless channel model for D2D
communications, in which the channel gain between Tx-Rx
pair ¢ using resource block j at time ¢ is a function of pathloss

X i, log-normal shadowing f3; ;, and fast-fading g(; ; ;); that
is given by [4], h(iijye = XiiBiil96,i5 )

C. RL Framework

RL is used to learn optimal decisions in a dynamic
environment by trial and error over time. A single-agent
RL is modelled as a Markov Decision Process (MDP) that
consists of a set of states X, an action set U, a state transition
probability function 7, a discount factor v € [0, 1], and a
reward function R. At each timestep ¢, with x € X and
u € U, the agent finds a policy 7(u|x) that maximises the
expectation of a long-term cumulative discounted reward r
as E[>°,2vire(we, ug)] [24].

Multiagent RL. (MARL) framework is usually used in the
presence of multiple agents in the system. It can be modelled
as Markov games [25] and is defined by a state set X,
action sets Uy, ..., Uy for each of NV agents, a state transition
function 7 : X xU; x...xUpn M X, a discount factor ~,
and a reward function R; : X x Uy x ... x Uy — R for each
agent. P(X) defines the probability distribution over possible
next states, given the current state and actions for each agent.
For the partial-observable case, each agent i receives an
observation o;, containing partial information of the global
state x € X. Since the state transitions are the result of the
joint action of all the agents, the joint action at any time ¢t
is represented as u; = {uy4, ..., un¢ }. The objective of each
agent 7, J;, is to learn a policy ; that maximises its expected
discounted returns taking into account the presence of other
agents in the environment, and is given by

0o
Jz(ﬂ—z) = Eulw'n'l ..... UN~TN,~T [Z ’Ytrit(l'tvut)‘| .

t=0
III. PROBLEM DEFINITION

To minimise interference and maximise the sum-rate
among D2D pairs in out-of-coverage networks, we consider
the problem of jointly optimising resource block j selection
and transmit power p; for each pair ¢ while satisfying the
QoS requirements at transmission time ¢. If B is the resource
block bandwidth and r; ;); is the data rate of pair 4 using j,
the optimisation problem takes the form [4]

N M
max > B Xragy (1
Q17 7 -
=1 j=1
where 75, = logy (14 & jye) »
Ayl g ePit

s =
R E D S S
keT ki

such that Vt € T

Pmingpitgpma17Vi€Ia (1a)

ap €{0,1,YieT,Yj € J,  (Ib)
M

> au <1LVieT, (1c)
j=1

g(uj)t > 615h7‘esh7vz’ €1, V] €eJ. (1d)
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Here, P,,;, and P4, are respectively the minimum and
maximum transmit power levels, &ipresn 1S the minimum
signal to interference and noise ratio (SINR) requirement,
and o2 is additive white Gaussian noise (AWGN) power.
For a given D2D pair ¢ that uses the resource block j at
transmission time ¢, §(i7j)t is its SINR, p;; is its transmit
power, and h(i,i,7) is the channel gain. We use ag e =1
to indicate that 4 uses j to transmit at time ¢ and a; ;) = 0
otherwise. a; and P, represent the sets containing pairs’
resource block allocation and power selection at . Moreover,
each D2D pair chooses at most one resource block to
transmit given by constraint (1c) and QoS constraint (1d)
specifies that each pair SINR should be greater than the
minimum threshold value.

Eq. (1) is a non-convex and mixed integer nonlinear
programming (MINLP) problem, which is challenging to
solve [4]. Constructing such a solution requires global and
instantaneous channel state information at each transmission,
both of which are difficult to realise in practical situations.
Additionally, the problem must be re-solved with every
change in channel state, making it computationally intensive.
Therefore, while both optimisation and RL require significant
computational time to solve this problem, RL’s cost is
primarily incurred during training. On deployment after the
training, the learned policies are able to reliably adapt to
previously unseen, dynamic environments with minimal cost.
This allows RL methods to reach higher scalability at re-
duced signalling overheads during in-coverage scenarios, and
motivates our new algorithms for out-of-coverage scenarios,
that only rely upon local information to maximise sum-rates.

IV. RL BASED RESOURCE BLOCK SELECTION AND
POWER CONTROL ALGORITHMS

In this section, we provide details of our RL-based
methods, Independent-D2D (ID2D) and Distributed-D2D
(DD2D), with which D2D pairs can autonomously optimise
resource block selection and transmit power by only using
local historical information to maximise sum-rate in out-of-
coverage scenarios. The key elements of our methods are:

o Agent: Each D2D pair 7 is an agent that makes the decision
of the resource block and power level at the transmission time
t. We use D2D pair and agent interchangeably in this work.
o State Space: The state space should provide enough in-
formation for agents to make decisions that maximise the
overall reward in RL. In out-of-coverage scenarios, only
partially observable local information is available to the
agent. Therefore, for our algorithms, an agent ¢’s observation
at time ¢ incorporates its choice of resource block j;, power
level p;, and SINR &; received by the corresponding Rx at
the previous time (¢ — 1), taking the form

0it = {Jit—1)> Pict—1)> &it—1) } » 2

unlike methods [14] that needs multiple past observations.
While historical information of a time-varying channel is
inherently outdated, it provides sufficient information on the
interference caused by other agents to allow for inferring

both environment dynamics and the appropriate response at
the current state.

e Action Space: The transmit power is discretised into L
power levels between P,,;, and P,,..,. If each power level
is given by I € [1,...,L] then transmit power p € P is
calculated as p = Prin + (Pmaz — Pmin) /L. The action
taken by the agent 7 at the transmission time ¢ constitutes
the chosen resource block j; and power level p; is then

wie = {Ji,0i | Vji € I, pi € P}. 3)

e Reward: Each agent i receives a positive reward equal to its
throughput if all the constraints in Eq. (1) are satisfied. Our
RL algorithms are constructed in a way that the first three
constraints in the optimisation problem cannot be violated.
However, to ensure that the constraint (1d) is satisfied, a
negative reward of —0.2 is given if this constraint is violated,
following prior works [10]. This negative reward for sub-
threshold behaviour discourages agents from choosing sub-
optimal actions. Thus, the reward function is defined as
{2%1 B X1 e i it = Ethresh
Tit = . ; “4)
—0.2 if git < gthresh
in which each agent ¢ tends to maximise its own reward for
the distributed implementation of the algorithm.
o Time-averaged Sum-rate: As the sum-rate can vary due to
the dynamic environment, the time-averaged sum rate

S fi -
Fr= St with fi= ) Y B xrage )
i=1 j=1
is preferable, calculated by averaging the sum-rate f; at a
given time ¢ up to that ¢ [10].

A. Independent-D2D (ID2D)

ID2D is a fully-distributed actor-critic based RL imple-
mentation in which each agent learns independently without
explicitly considering the presence or actions of other agents,
who are treated as part of the environment. As there is no
coordination or communication between agents, o; is defined
for each agent ¢ without access to the global state x. Each
agent has an independent actor and a critic network, where
the actor considers the agent’s current observation and learns
policy, and the critic scores the actor based on its choice of
action. Each critic separately updates its parameter ; via
a value function approximation, and each actor updates its
parameter 6; based on the critique from its critic.

Specifically, all critics independently learn their own state-
action value functions to estimate expected discounted re-
turns Q?i(oit,uit) =ED,., A =t (04, uier)]. We use
a one-layer Multi-Layer Perceptron (MLP) embedding func-
tion g; on critic input before passing it to the critic network.
Each @Q-function is learned through off-policy temporal-
difference learning by minimising the regression loss as

2
‘CQi (1/)1) = E(oi,ui,m,o’i)r\«D |:(Qipl (gz(ozvuz» - yl) :| 5

where y; = 7305, 4s) + VEumy (o) Q1 (0i(0h uD))]
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in which D represents the experience replay buffer and the
parameter of corresponding target policy  is 6;. The target
Q-function of each agent Q¥ (g;(0},u})) is the exponential
moving average of past Q-functions with 1); is the parameter
of agent ¢’s target critic. The actor network of each agent
learns the policy g, that is updated by ascent through

Vei‘](ﬂ.ei) = EOzND,uiNﬂ'ei [VQL IOg(ﬂ-ei (uiloi))

0. 6)
Q?l(gi(oiaui))} (

B. Distributed-D2D (DD2D)

DD2D is a centralised training and decentralised execution
based actor-critic MARL algorithm in which each agent ¢
applies its learned policy based on only its own observation
similar to ID2D. However, in contrast to ID2D, DD2D allows
agents access the observations o = (01, ...,on) and actions
u = (uq,...,uyn) of all agents 1 to N during centralised
critic training, thereby enhancing their capacity to obtain
a more comprehensive understanding of the global system
state. This also helps with overcoming the non-stationarity
in a multiagent environment. Therefore, the critic for agent
i takes the form

QY (0,u) = fi (gi(0i,ui),v_i(g—i(0_i,u_2))),

in which —: represents all agents except 4, g; is a one-layer
MLP embedding function, f; is a two-layer MLP, v_; is a
function that takes other agents embeddings encoded with
an embedding function g_; and passes them through a leaky
Rectified Linear Unit after linearly transforming them by a
shared matrix [19]. In DD2D, the critic networks of all agents
are trained together through temporal difference learning to
minimise the joint regression loss, with the critic loss being

N
‘C’Q (w) = ZE(o,u,r,o’)wD [(Q? (Oa u) - y2)2:| 5 (7)
=1

where y; = 7;(0i, ui) + VEurr, (o) {Qf(o’,u')} )
Each agent’s policy 7y, is updated through gradient ascent
Vo,J(76) = EonD,unm, [ Vo, l0g (o, (uil0:)) (Ai(0,u))],

where A;(o,u) = Qf’(o,u) — b(o,u—_;) is the advantage
function using a multiagent baseline and is shown to help
overcome the multiagent credit assignment problem [18],
[19]. The baseline marginalises out the actions of the given
agent from Qg’(o7 u) and is calculated for our discrete action
space as b(o,u—;) = Y., m(u;|0;)Q;(o, (v}, u_;)). Here, we
exclude the agent i’s action from the input to the critic and
get the @-value for all actions for ¢. Moreover, actions for
policy gradients are sampled from all agents’ current policies
to avoid over generalisation [19].

Remark 1: Our two proposed methods, ID2D and DD2D,
are suitable for use in public safety scenarios when the
network infrastructure is not guaranteed. Both methods do
not require instantaneous global or neighbouring information
during deployment and rely only on local information from
the last transmission data defined in Eq. (2). DD2D is trained
in a centralised way that helps get a rich training experience.

However, each agent makes independent decisions after
training, relying only on its local observations and the policy
it learned during training.

V. EXPERIMENTAL EVALUATION

In this section, we conduct experiments to evaluate the
performance of our proposed schemes in out-of-coverage
scenarios using ns-3 simulator modified for LTE-D2D simu-
lations [22] and ns3-ai [21]. The simulations are conducted
with N = 20 D2D pairs, each randomly placed within a
500mx500m area [4]. For each D2D pair, the receiver is
positioned randomly around the transmitter at a distance
between 10m and 50m [4], [10]. The resource pool has
M = 15 resource blocks, each with a bandwidth of 180kHz.
Power levels are discretised into 10 levels, ranging from
P,in = 10dBm to P,,,, = 31dBm, which is a standard
for public safety applications [23]. We use ns-3 LTE-D2D
defined Hybrid 3GPP Outdoor to Outdoor Propagation Loss
Model [23], log-normal distribution with a standard deviation
of 7dB for shadowing, and Nakagami-m model with m =1
for Rayleigh Fading. We set SINR threshold (&:presn) as
7.8dB and AWGN (0?) as —174dBm/Hz. To determine the
sum-rate, we assume that all control packets preceding data
packets reach the respective receivers without loss.

For the RL algorithms, all neural networks used for
policies and critics have two hidden layers, each with a
dimension of 128, and employ a leaky Rectified Linear
Unit as the activation function. After every 10 steps, we
perform updates for the policies and critics and for each
update, we sample mini-batches of size 100 from the replay
buffer. We then perform gradient descent on the @-function
loss objective and the policy objective using Adam as the
optimiser for both with a learning rate of 0.001. After these,
we perform the soft update on the parameters of target
critic(s) and policies with our learned critics and policies
parameters using the update rate 7 set to 0.001. We use a
discount factor v of 0.99.

A. Comparative Study

To analyse our ID2D and DD2D methods, we compare
them with a Centralised Optimisation method, the default
LTE-D2D method using the maximum transmit power, and
a Centralised-D2D (CD2D) method. Note that the training
environment is dynamic because of the introduction of
Rayleigh fading. For the Centralised Optimisation method,
we use Genetic Algorithm from the MATLAB Global Opti-
misation Toolbox [26] that solves the optimisation problem
in Eq. (1) separately for every transmission time or episode
for the current channel state information. The LTE-D2D
method is the default random selection of resource blocks by
ns-3 LTE-D2D out-of-coverage [22] for every episode using
Priao. We also introduce CD2D, where each D2D pair has
access to the state spaces of all other D2D pairs during both
training and execution, providing a basis for comparing its
performance to other RL methods where each agent accesses
only its own state space.

We use the reward defined in Eq. (4) and the time-averaged
sum-rate defined in Eq. (5) as performance metrics for our
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Fig. 1: Reward (Eq. (4)) and Time-averaged Sum-rate (Eq. (5)) in 200K training episodes by our methods and baseline methods. Average
(solid line) and standard deviation (shaded region) from six independent simulations, with smoothing applied over 100 episodes for RL.

algorithms. For RL algorithms, both the metrics are averaged
over six independent simulations each, following established
RL practices [19], [20] and are smoothed over a window
size of 100. A single simulation is performed for each of
the centralised optimisation and LTE-D2D methods with
smoothing over a 100-sized window size.

Fig. 1(a) illustrates the learning behaviour of our RL
algorithms and their comparative performance with the Cen-
tralised Optimisation method and default LTE-D2D base
case. The top figure illustrates the achieved rewards by
RL algorithms in their learning process so they cannot be
compared to non-learning methods. The bottom graph cap-
tures the time-averaged sum-rate achieved by our proposed
algorithms and all other methods. While no guarantee of con-
vergence exists for such RL methods, experimental results
demonstrate that they attain their maximum achieved metric
before their performance is degraded as they continue to
explore and train. This is standard with RL algorithms [18],
[20] and the model giving the best metric during training
is used in deployment rather than the model learned by the
end of training. Compared to Centralised Optimisation, ID2D
and DD2D achieve 98.6% and 98.2% of the time-averaged
sum-rate respectively. However, when considered relative
to the default LTE-D2D method, ID2D and DD2D exhibit
significant improvements of 20.7% and 20.3% respectively.
This improvement is due to the LTE-D2D method employing
random resource allocation in out-of-coverage scenarios,
which can result in multiple devices choosing the same
resource blocks, thereby causing low sum-rates.

Counterintuitively, ID2D, CD2D and DD2D all achieve
similar maximum reward and sum-rate values, even though
the former only had access to local information, in contrast
to the latter two which were trained with information from
all D2D pairs. This is likely due to the SINR data in
the state space that implicitly contains enough interference
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Fig. 2: Reward and Time-averaged Sum-rate achieved by ID2D
model trained until 75K episodes and smoothed over 100 episodes.

information for the ID2D to learn appropriate actions. How-
ever, the need to learn this information in ID2D requires
additional training time at the start compared to others.
Moreover, as a single-agent RL algorithm, ID2D does not
account for the non-stationarity introduced by other D2D
pairs, which decreases its stability. This is evidenced by its
abrupt divergence after attaining its maximum reward. In
future work, we aim to fine-tune hyperparameters for our
RL methods to achieve enhanced performance and stability.
Fig. 2 illustrates the performance of ID2D trained until
75K episodes when it reaches its maximum reward value.
It is evident from the graphs that the model has learned to
provide high reward and sum-rate in deployment. We re-
evaluate the learned model performance when D2D pairs are
moving at the speed of 5km/h [4]. Fig. 2(b) confirms that the
trained model is robust enough to perform equally well in the
case of mobility. In future work, we plan to test the model’s
performance across different speeds and mobility models.
To verify our intuition behind the ID2D’s high perfor-
mance, we significantly increase the interference between the
D2D pairs by constraining the scenario area to 200mx200m,
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well below the expectations for a realistic out-of-coverage
scenario. Through this, we observe a significant increase
in DD2D performance compared to ID2D in Fig. 1(b),
confirming that the information from other users becomes
important to learn the environment dynamics in the presence
of high interference in a highly congested area. However,
local information inherently including interference data is
enough in the standard D2D scenario that resulted in high
performance for ID2D in Fig. 1(a).

VI. CONCLUSION

In this paper, we explore the potential of using RL for
resource allocation in resource-constrained, out-of-coverage
public safety D2D communications. We propose two dis-
tributed RL-based methods for autonomous resource selec-
tion and power control to solve the sum-rate maximisation
problem while maintaining the QoS requirements. To be
applicable to real-world scenarios where centralised network
infrastructure is not guaranteed to exist, our algorithms use
limited individual information from the previous transmis-
sion time without accessing the channel state information
or signalling data from other D2D pairs on deployment.
Simulation results demonstrate that our methods, ID2D and
DD2D respectively attain 98.6% and 98.2% time-averaged
sum-rates compared to the centralised optimisation frame-
work, which relies on access to instantaneous channel and
global information. We also show that DD2D outperforms
ID2D in highly congested areas with significant interference,
as centralised training improves the understanding of the
environment and inter-agent dynamics in these conditions.
The ability of our methods to learn and adapt in the dynamic
wireless environment and achieve this level of performance
demonstrates their utility for resource-constrained, out-of-
coverage scenarios. In future, we intend to integrate our
proposed schemes with 5G New Radio architecture, which
provides enhanced QoS operations with backward LTE com-
patibility and a new feedback channel [27].
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