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Abstract— Dynamic state estimation, as opposed to kinematic
state estimation, seeks to estimate not only the orientation of
a rigid body but also its angular velocity, through Euler’s
equations of rotational motion. This paper demonstrates that
the dynamic state estimation problem can be reformulated as
estimating a probability distribution on a Lie group defined
on phase space (the product space of rotation and angular
momentum). The propagation equations are derived non-
parametrically for the mean and covariance of the distribution.
It is also shown that the equations can be approximately solved
by ignoring the third and higher moments of the probability
distribution. Numerical experiments show that the distribution
constructed from the propagated mean and covariance fits the
sample data better than an extended Kalman filter.

I. INTRODUCTION

The field of attitude estimation was initially motivated by
problems in the satellite and navigation community. This
led to the development of a variety of algorithms for state
estimation and improvements to sensing modalities [1]–
[3]. Recently, attitude estimation problems, often coupled
with linear velocity estimation, have experienced renewed
interest in the UAV/MAV community [4]–[6], and even in
the jumping robot community [7].

Some papers such as [8]–[11] formulate the problem in a
Lie group setting. Such a coordinate-free approach is adopted
in this paper, in contrast to a) quaternion-based, b) direc-
tion-cosine matrix or c) Euler-angle based approaches. The
first two approaches require additional renormalization and
orthogonalization steps, respectively, to ensure the estimate
describes a rotation. The third approach has a well-known
singularity in its description of rotations. A parameter-
independent Lie-theoretic approach would respect the geom-
etry of the configuration space, and has been widely used
in nonlinear filtering applications [12]–[15]. Furthermore, it
avoids the ambiguity in the choice of coordinates used to
design conventional filters.

Given the interest in quadrotors with on-board inertial
measurement units (IMUs), it is possible to estimate the
attitude (orientation) and angular momentum together. When
inertial effects are small, one can ignore dynamics and cast
the problem as a kinematic error propagation. This has been
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explored in previous work, such as [16] and [17]. When
inertial effects are significant, one needs to make use of the
(nonlinear) Euler equations of rotational motion to propagate
the error in both orientation and angular momentum dynam-
ically. In [18], [19], the authors consider a form of dynamic
error propagation by propagating joint errors in position,
orientation, and linear velocity on the extended pose group.
Some work in the spacecraft attitude and rate estimation such
as [20]–[26] have considered variants of this problem. In [20]
and [26], the authors employ an extended Kalman filter to
estimate the orientation and angular velocity in parameters
(Euler angles/quaternion). In [21], the authors exclude noise
in the process dynamics entirely and propagated measure-
ment noise to obtain bounds for attitude and angular velocity
estimates. Some papers, such as [24] and [23], have sought
to improve beyond traditional Kalman filter methods, where
the latter frames the problem as a least-squares minimization
over quaternion and angular velocity space subject to the
unit quaternion constraint. Oshman and Markley [25] avoid
using the Euler equations of rotational dynamics completely
and instead model angular acceleration as a linear stochastic
process, but this obscures the connection with the physical
force balance and leads to additional tuning parameters
for the filter. Our paper develops a non-parametric theory
that propagates uncertainty of the orientation and angular
momentum of a rigid body subject to viscous and stochastic
disturbance torques.

Contributions: We cast the combined orientation and
angular momentum uncertainty propagation problem non-
parametrically on a group SO(3)T ⋉R3 [27]. Furthermore,
we also consider damping from viscous torques (proportional
to angular velocity), an input deterministic torque, and ran-
dom disturbances modeled by a Wiener process. Finally,
we develop an uncertainty propagation formula up to the
second moment of the probability distribution on the group.
The probability distribution constructed from the propagated
mean and covariance fits the sample data better than the
baseline extended Kalman filter.

II. BACKGROUND

A group is a set with a binary operation, called group
operation, that obeys the group axioms [28]. When a group
is also an N -dimensional analytic manifold, it is called an
N -dimensional Lie group. Here, we only consider matrix Lie
groups, which are Lie groups whose elements can be rep-
resented by square matrices and where the group operation
is matrix multiplication. The Lie algebra G associated with
a N -dimensional matrix Lie group G is a N -dimensional

2023 62nd IEEE Conference on Decision and Control (CDC)
December 13-15, 2023. Marina Bay Sands, Singapore

979-8-3503-0123-6/23/$31.00 ©2023 IEEE 3212



vector space of matrices with a closed binary operation,
[X,Y ]

.
= XY − Y X, where X,Y ∈ G, called the Lie

bracket. The “little ad” operator is defined as ad(X)Y
.
=

[X,Y ], where X,Y ∈ G. Since the Lie algebra, G, is a vector
space, we can choose a set of basis Ei ∈ G, i = 1, ..., N , so
that any element X ∈ G can be written as X =

∑N
i=1 xiEi.

Using the basis, we define a “∨” operation, ∨ : G → RN ,
so that X∨ = x = [x1, ..., xN ]T ∈ RN . The inverse of the
“∨” is a “∧” so that x∧ = X . The matrix representation of
the “little ad” operator is then, (ad(X)Y )∨ = [ad(X)]Y ∨,
where [ad(X)] ∈ RN×N . Therefore,

[ad(X)] = [[X,E1]
∨, · · · , [X,EN ]∨] (1)

where the [· · · ] emphasizes that this is a matrix.
An element in the Lie algebra G can be converted into an

element in the Lie group G via matrix exponential: g(x) =
expX ∈ G, where X ∈ G and x = X∨. The inverse of
the exp is the matrix logarithm denoted by log. Since the
exponential map is bijective within a neighborhood of the
identity, it can also be used to parameterize group elements:
g(x) ∈ G, x = log∨(g). The right/left Jacobian for this
parameterization [29] is defined by the matrix

[Jr(g(x))] =

[(
g−1 ∂g

∂x1

)∨

, · · · ,
(
g−1 ∂g

∂xN

)∨
]
, (2)

[Jl(g(x))] =

[(
∂g

∂x1
g−1

)∨

, · · · ,
(

∂g

∂xN
g−1

)∨
]
. (3)

It is not hard to show that Jr(g(x))ẋ = (g−1ġ)∨. When
|det Jl| ≡ |det Jr|, the group is called unimodular and
we can define a measure on the group: dg = |det Jl|dx.
Using this measure, the integration of a function on G has
the following invariant property:∫
G

f(g)dg =

∫
G

f(k ◦ g)dg =

∫
G

f(g ◦ k)dg =

∫
G

f(g−1)dg.

The right and left Lie derivatives of the group are defined
for a differentiable function f : G → R to be

(Er
i f)(g)

.
=

d

dt
(f(g ◦ etEi))

∣∣∣∣
t=0

, (4)

(El
if)(g)

.
=

d

dt
(f(e−tEi ◦ g))

∣∣∣∣
t=0

, (5)

which is akin to the concept of a directional derivative on the
group. Here l and r refer to which side of g the perturbing
exponential is applied. Invariance under shifts are opposite
to this.

III. PROBLEM FORMULATION

Consider a three-dimensional rigid body with a moment
of inertia tensor I (in a body frame of reference). Its
orientation is encoded by a three-dimensional rotation matrix
R ∈ SO(3). The body frame angular velocity of the body
is defined as ω = (RT Ṙ)∨ ∈ R3 where ∨ is a bijection
converting elements from the Lie algebra of SO(3) to R3

(in other words, vectorizes 3× 3 skew-symmetric matrices).
The angular momentum of the body is then ℓ = Iω.

This body is rotating subject to a deterministic torque
N∗(t), a viscous torque that is proportional to the angular
velocity, i.e. of the form CωR, as well as a random torque
η. The equation of motion is the familiar Euler equation for
angular momentum with random torque:

ℓ̇+ (I−1ℓ)× ℓ = −CI−1ℓ+ η +N∗. (6)

Writing this as a stochastic differential equation by noting
that ηdt = B′dW , where dW is a Wiener process increment
with zero mean and variance dt, we have

dℓ+ (I−1ℓ)× ℓ dt = −CI−1ℓ dt+B′ dW +N∗ dt. (7)

Note that B′ controls the variance and ‘color’ of the noise
term. We also have the following equation

(RT Ṙ)∨dt = I−1ℓ dt. (8)

The stochastic differential equations (7) and (8) lead to a
Fokker-Planck equation in phase space—the space of angular
momentum and orientation—that can be solved to obtain the
joint distribution f(R, ℓ, t).

The group SO(3)T ⋉R3

From Hamiltonian dynamics, the phase space can be rep-
resented by the set of all orientation and angular momentum
states that a rigid body can occupy. The space of rotations is
SO(3) and the space of angular momenta is (R3,+), where
R3 is imbued with the vector addition operation and seen as
a group.

We imbue a semi-direct product structure to the phase
space. From [30], we see that this is in fact the (co-)tangent
bundle group of SO(3). A representative group element is

h(R, ℓ) =

(
RT ℓ
0T 1

)
, (9)

where R ∈ SO(3) and ℓ ∈ R3. Note that we parameterize
rotations with RT instead of R (as it would be for Euclidean
motions), and we denote the group by SO(3)T ⋉ R3. It
is a unimodular group, whose Lie algebra, left/right Lie
derivative, ‘∨’ operation, and “little” ad operator are derived
in [27]. They will be used in the following derivation.
Note that the semi-direct product group structure has been
exploited for the tangent bundle case in [31] and applied in
estimation problems in [32], [33]. Here, we are using the
cotangent bundle [34], which is different in the sense that
the angular momentum is a co-tangent vector instead of a
tangent vector of SO(3).

We now observe that the left-hand side of the equations of
motion (7) and (8) can be written as (ḣh−1)∨dt = (dhh−1)∨

where h ∈ SO(3)T ⋉R3 is given in (9). The key observation
is

(ḣh−1)∨=

(
ṘTR −(ṘTR)ℓ+ ℓ̇
0T 0

)∨

=

(
ω

ℓ̇+ ω × ℓ

)
.

(10)
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Comparing with (7) and (8), we see that

(ḣh−1)∨dt =

(
I−1ℓ

−CI−1ℓ+N∗

)
dt+

(
O O
O B′

)
dW ,

(11)
which is a (left) stochastic differential equation evolving on
SO(3)T⋉R3. Notably, the transposed rotations in SO(3)T⋉
R3 allow us to remove the troublesome cross-product term,
thereby avoiding the need to deal with that term explicitly.
Setting

m =

(
−I−1ℓ

CI−1ℓ−N∗

)
and B =

(
O O
O B′

)
, (12)

the Fokker-Planck equation for the probability density func-
tion u(h, t) on SO(3)T ⋉R3 is

∂u

∂t
= −El

i(miu) +
1

2
(BBT )ijE

l
iE

l
ju, (13)

using the result in [28], where El
i is the left Lie derivative.

To make equations concise, we adopt the Einstein summation
convention above, and it will be used throughout the paper.

IV. APPROXIMATE SOLUTION METHODS FOR THE
FOKKER-PLANCK EQUATION

In this section, we propose an approximate method to ex-
tract the mean and covariance of the probability distribution
u(h, t) in (13). We first review the propagation step of the
extended Kalman filter (EKF) on SO(3) × R3 using the
exponential coordinate and then introduce the Expansion of
Moments (EOM) technique for SO(3)T ⋉R3.

A. Extended Kalman Filter (EKF)

In this section, we derive the EKF propagation formulas
for (7) and (8) by parametrizing SO(3) by the exponential
map: x = log∨ R and R(x) = exp(x∧). The first step is to
solve the deterministic trajectory,{

ẋ∗ = J−1
r (x∗)I−1ℓ∗

ℓ̇∗ = −(I−1ℓ∗)× ℓ∗ − CI−1ℓ∗ +N∗,
(14)

where the first equation is the parametrized form of (8) and
Jr is the right Jacobian of SO(3). Then, we substitute the
deterministic solution into the original SDE

d(x∗ + ϵx) = J−1
r (x∗ + ϵx)I

−1(ℓ∗ + ϵl)dt

d(ℓ∗ + ϵl) = [−(I−1(ℓ∗ + ϵl))× (ℓ∗ + ϵl)

−CI−1(ℓ∗ + ϵl) +N∗]dt+B′dW

.

(15)
Subtracting it by (14) and keeping only the linear terms, we
have

d

(
ϵx
ϵl

)
=

(
S(t) J−1

r (x∗(t))I−1

0 −[I−1ℓ∗(t)]∧ + ℓ∗∧(t)I−1 − CI−1

)(
ϵx
ϵl

)
dt

+

(
0
B′

)
dW

(16)

where ℓ∗∧
.
= ℓ∗i Ēi, Ēi is the ith element of the basis of the

Lie algebra of SO(3), and

S(t) =

[
∂J−1

r

∂x1

∣∣∣∣
x∗(t)

I−1ℓ∗(t),
∂J−1

r

∂x2

∣∣∣∣
x∗(t)

I−1ℓ∗(t),

∂J−1
r

∂x3

∣∣∣∣
x∗(t)

I−1ℓ∗(t)

]
.

(17)

Denote the mean of [ϵTx , ϵ
T
l ] as µT

ϵ (t), the covariance matrix
as Σ(t), and the large coefficient matrix in (16) as A(t). The
propagation equations of mean and covariance are{

µ̇ϵ = Aµϵ

Σ̇ = AΣ+ ΣAT +BBT
. (18)

where B is defined in (12) . Since µϵ(0) = 0, (18) indicates
that µϵ(t) = 0 all the time. So the mean and covariance
matrix of EKF are µT

EKF = [x∗T , ℓ∗T ] and ΣEKF = Σ.
Using the mean and covariance, we can construct a

parametrized Gaussian solution of the form:

ũEKF(ξ, t) =
1

(2π)3|det ΣEKF(t)|
1
2

×

exp

(
−1

2
(ξ − µEKF(t))

TΣ−1
EKF(t)(ξ − µEKF(t))

)
, (19)

where here, ξT = [xT , ℓT ] and x = log∨ R.

B. Expansion of Moments (EOM)

Here we utilize the chain rule and various identities of Lie
group calculus [28] in order to extract the group-theoretic
mean and covariance from the Fokker-Planck equation in
(13). This gives rise to a non-parametric coupled linear
ordinary differential equation for mean and covariance.

We commence by defining the group theoretic mean and
covariance as∫

G

log∨(h ◦ µ−1(t)) u(h, t) dh
.
= 0, (20)

and,

Σ(t)
.
=

∫
G

[log∨(h◦µ−1(t))][log∨(h◦µ−1(t))]T u(h, t) dh.

(21)
The position of µ(t) in the definition of mean and covariance
differs from the position of the mean in the respective
definitions in [17], [35], and the rationale for this choice
will be made clear shortly.

We now proceed to write m from (13) as a function of
h ∈ SO(3)T ⋉R3 by defining

QG =

(
−I−1

CI−1

)1 0 0 0
0 1 0 0
0 0 1 0

 and τ =

(
0

N∗(t)

)
.

(22)
A direct calculation yields

mi = [QG]ije
T
j [h · e4]− τi,
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since [QG] is a 6× 4 matrix. Then we can write (13) as

∂u

∂t
= −[QG]ije

T
j E

l
i(hu)e4+El

i(τiu)+
1

2
(BBT )ijE

l
iE

l
ju.

(23)

In the following, it will be useful to express u(h, t) =
ρ(k(h, t), t) where k = h ◦ µ−1(t). Here, ρ(k, t) can be
interpreted as a distribution whose mean is at the identity.
By using the following equation:

µ(t+ ε) = exp[ε · (µ̇µ−1)(t) +O(ε2)] ◦ µ(t), (24)

we have
∂u(h, t)

∂t
=lim

ε→0

1

ε
[ρ(k ◦ exp(−ε·µ̇µ−1), t)−ρ(k, t)]+

∂ρ(k, t)

∂t

=− (Er
i ρ)e

T
i (µ̇µ

−1)∨ +
∂ρ(k, t)

∂t
, (25)

where the definition of the right Lie derivative is used.
We can now explain the choice of positioning the µ(t)

on the right of h in log(h ◦ µ−1(t)) in (20), (21). Letting
u(h, t) = ρ(h ◦ µ−1(t), t) instead of u(h, t) = ρ(µ−1(t) ◦
h, t) that was used in [35]–[37], we have the identity
(El

iu)(h, t) = (El
iρ)(k, t) without additional terms. Sub-

stituting it and (25) into (23), we obtain a Fokker-Planck
equation in terms of ρ:

∂ρ

∂t
= −[QG]ije

T
j E

l
i(kρ)µ(t)e4 + El

i(τiρ)

+
1

2
(BBT )ijE

l
iE

l
jρ+ (Er

i ρ)e
T
i (µ̇µ

−1)∨. (26)

In the following, we make use of the notation:
adi = [ad(Ei)], adX = [ad(log k)] and ad[Ei,X] =
[ad(ad(Ei) log k)]. We also define

Σ′ .
=

−Σ22 − Σ33 Σ12 Σ13

Σ12 −Σ11 − Σ33 Σ23

Σ13 Σ23 −Σ11 − Σ22

 ,

and

Σ′′ .
=

−2(Σ52 +Σ63) Σ42 +Σ51 Σ43 +Σ61

Σ42 +Σ51 −2(Σ41 +Σ63) Σ53 +Σ62

Σ43 +Σ61 Σ53 +Σ62 −2(Σ41 +Σ52)

 ,

so that

A1(Σ)
.
=

∫
G

adXadXρ dk =

(
Σ′ O
Σ′′ Σ′

)
, (27)

and representing σT = [Σ62 − Σ35,Σ34 − Σ61,Σ51 − Σ42],

A2(Σ)
.
=

∫
G

X2 ρ dk =

(
Σ′ σ
0T 0

)
. (28)

The mean (20) and covariance (21) are now re-expressed
in terms of ρ(k, t) where k = expX ,∫

G

[log∨ k]ρ(k, t) dk = 0, (29)

Σij =

∫
G

[log∨ k]i[log
∨ k]jρ(k, t) dk =

∫
G

xixjρ(k, t) dk.

(30)

Compared to EKF, where second-order terms are ne-
glected, we make the assumption that third moments and
higher of the function ρ(k, t) are negligible. This gives
a higher-order approximation and yields coupled ordinary
differential equations for mean and covariance.

1) Expression for µ(t): Differentiating both sides of (29)
with respect to time and using (26), we have:

Theorem 1. The equation for the evolution of the mean µ(t)
is given implicitly by

G1(Σ, µ) +G2(Σ) +G3(Σ) +G4(Σ, µ, µ̇) = 0 (31)

where the vector-valued functions are

G1(Σ, µ) = −[QG]ij

∫
G

xeTj E
l
i(kρ) dk µ(t)e4

G2(Σ) =

∫
G

xEl
i(τiρ) dk

G3(Σ) =
1

2

∫
G

x(BBT )ijE
l
iE

l
jρ dk

G4(Σ, µ, µ̇) =

∫
G

xEr
i ρ dk e

T
i (µ̇µ

−1)∨.

In what follows, we proceed to simplify these integrals
making use of the approximation

k ≈ I+X +
1

2
X2

as well as the approximations of the Lie derivatives in the
appendix of [27].

In the evaluation of each of these integrals, we make use
of integration of parts [28] assuming that the function ρ ∈
L2(SO(3)T ⋉R3), and all the integrals are convergent (i.e.,
the distribution decays to zero at ‘infinity’ faster than the
other functions that multiply with it in the integrand). Then,
we have ∫

G

f1(E
l/r
i f2) dk = −

∫
G

(E
l/r
i f1)f2 dk, (32)

for ‘nice’ functions f1(k) and f2(k), and the above holds
for left and right Lie derivatives.

Considering the first term, after using integration by parts
and the above mentioned approximations, we see that

G1(Σ, µ) ≈ −[QG]ij

∫
G

(
eie

T
j +

eie
T
j

2
X2+

+
1

2
adixe

T
j X +

1

12
adXadXeie

T
j

)
ρ dk µ(t)e4,

assuming that third moments and higher can be neglected.
Additionally, using X = [log∨ k]mEm = xmEm, we have∫

G

xeTj X ρdk =

∫
G

xxm ρ dk eTj Em = (Σem)eTj Em.

Taking together we have

G1(Σ, µ) ≈ −
[
[QG]ijeie

T
j +

[QG]ij
2

eie
T
j A1(Σ)

+
[QG]ij

2
adiΣemeTj Em +

[QG]ij
12

A2(Σ)eie
T
j

]
µ(t)e4.

(33)
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We also see that

G2(Σ) ≈
∫
G

(ei +
1

12
adXadXei) τiρ dk

=

(
I+

1

12
A2(Σ)

)
τ . (34)

Since

G3(Σ) =
1

2

∫
G

(El
jE

l
ix)(BBT )ijρ dk,

we can make use of the approximation formula for El
iE

l
jx

in [27] in the simplification process. Noting that

[Ei, Ej ] = Ck
ijEk, (35)

where Ck
ij are the structure constants and we can write

ad[Ej ,X]adXei = [[Ej , X], [X,Ei]]
∨ = xmxnC

k
miC

l
njC

p
klep,
(36)

and similarly

adXad[Ej ,X]ei = xmxnC
p
mlC

k
jnC

l
kiep. (37)

Putting them all together we have

G3(Σ) ≈ (BBT )ij

(
1

4
adiej +

1

48
adiA2(Σ)ej

)
+

1

48
(BBT )ijΣmn(C

k
miC

l
njC

p
kl + Cp

mlC
k
jnC

l
ki)ep.

(38)

Finally, similar to (34),

G4(Σ, µ, µ̇) ≈ −
(
I+

1

12
A2(Σ)

)
(µ̇µ−1)∨. (39)

These results can be substituted in (31) to obtain a nonlinear
ODE in µ. This ODE also involves Σ, and we require an
additional equation to close the system.

2) Expression for Σ(t): Differentiating both sides of (30)
with respect to time and using (26), we have:

Theorem 2. The equation for the evolution of the covariance
Σ(t) is given as

Σ̇ = F1(Σ, µ) + F2(Σ) + F3(Σ) + F4(Σ, µ, µ̇) (40)

where

F1(Σ, µ) = −
∫
G

xxT [QG]ije
T
j E

l
i(kµ(t)ρ)e4 dk,

F2(Σ) =

∫
G

xxTEl
i(τiρ) dk,

F3(Σ) =
1

2

∫
G

xxT (BBT )ijE
l
iE

l
jρ dk,

F4(Σ, µ, µ̇) =

[∫
G

xxTEr
i ρ dk

]
eTi (µ̇µ

−1)∨.

We shall attempt to simplify these integrals to second order
in X using the approximation

k = expX ≈ I+X,

and by making use of integration by parts and the results in
the appendix of [27]. For instance,

F1(Σ, µ) ≈ −[QG]ij

∫
G

(
xeTi + eix

T +
1

2
xxTadTi

+
1

2
adixx

T

)
eTj kρ dk µ(t)e4. (41)

Substituting the approximation k ≈ I+X and the definition
of the mean into (41) we get, correct to the second moment
of ρ(k, t),

F1(Σ, µ) ≈ −[QG]ij

[∫
G

(xeTi + eix
T )eTj Xµ(t)e4ρdk

+
1

2

∫
G

(
xxTadTi + adixx

T
)
eTj µ(t)e4ρdk

]
, (42)

and we can expand eTj Xµ(t)e4 = xmeTj Emµ(t)e4. We
remind the reader that eTj (log k)µ(t)e4, eTj Emµ(t)e4 and
eTj µ(t)e4 are scalars. Thus, we can write (42) as

F1(Σ, µ) ≈ −[QG]ij

[
eTj µ(t)e4

2

(
ΣadTi + adiΣ

)
+

6∑
m=1

(eTj Emµ(t)e4)[(Σem)eTi + ei(Σem)T ]

]
.

(43)

To second order, we can express F2(Σ) as

F2(Σ) ≈
τi
2

(
ΣadTi + adiΣ

)
(44)

and F3(Σ) as

F3(Σ) ≈
1

2

∫
G

(IP (i, j) + IP (i, j)
T + IS(i, j)

+ IS(i, j)
T )(BBT )ijρ dk,

where

IP (i, j) =
1

4
adiadjxx

T+
1

12
adjadXeix

T+
1

12
adXadjeix

T

and

IS(i, j) =eje
T
i +

1

4
adjxx

TadTi +
1

12
eje

T
i ad

T
XadTX+

1

12
adXadXeje

T
i .

Now,

adjadXeix
T = [Ej , [X,Ei]]

∨xT

= −[Ej , [Ei, X]]∨xT

= −adjadixx
T ,

and similarly,

adXadjeix
T = −ad[Ej ,Ei]xx

T .

Then we have

F3(Σ) ≈ (BBT ) +
1

8
(BBT )ij

(
[I I

ij(Σ)] + [I II
ij(Σ)]

)
+

1

24
(BBT )ij

(
[I III

ij (Σ)] + [I IV
ij (Σ)] + [IV

ij(Σ)] + [IVI
ij (Σ)]

)
,

(45)
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where

I I
ij(Σ) = [adiadjΣ] + [adiadjΣ]

T

I II
ij(Σ) = [adiΣad

T
j ] + [adiΣad

T
j ]

T

I III
ij (Σ) = eje

T
i A

T
2 (Σ) + (eje

T
i A

T
2 (Σ))

T

I IV
ij (Σ) = A2(Σ)eje

T
i + (A2(Σ)eje

T
i )

T

IV
ij(Σ) = −adjadiΣ− (adjadiΣ)

T

IVI
ij (Σ) = −ad[Ej ,Ei]Σ− (ad[Ej ,Ei]Σ)

T .

F4 can be approximated as

F4(Σ, µ, µ̇) ≈
1

2

(
ΣadTj + adjΣ

)
eTj (µ̇µ

−1)∨. (46)

Combining the expressions for F1(Σ, µ) in (43), F2(Σ)
in (44), F3(Σ) in (45) and F4(Σ, µ, µ̇) in (46), we see that
we can express the right hand side of the equation (40) in
terms of Σ, thus providing matrix ODEs that we can use for
propagation.

Solving (40) together with (31) numerically yields an
approximation for the mean and covariance over time. To
summarize, the approximation is valid to the second mo-
ments of the distribution, since when performing the chain
rule and integration by parts all cubic and higher powers of
X = [log k] were neglected.

Using these results for µ(t) and Σ(t), and using the sub-
script EOM to distinguish from the EKF mean/covariance,
we can cast the solution as a Gaussian on the exponential
coordinate of SO(3)T ⋉R3:

ũEOM(y, t)=
1

(2π)3|detΣEOM(t)| 12
exp

(
−1

2
[yTΣ−1

EOM(t)y]

)
,

(47)

where y = log∨(h ◦ µ−1
EOM(t)). This distribution is different

from the Gaussians that have been introduced previously in
[30], [35], [37], [38], where the distributions are defined on
the group, instead of on the exponential coordinate. The
following equation converts (47) back to the probability
density function uEOM(h, t) on the group:

uEOM(h, t)dh = uEOM(h(y), t)|Jl(h(y))|dy = ũEOM(y, t)dy.
(48)

V. NUMERICAL RESULTS

Consider a body fixed frame that is oriented along the
eigenvectors of the moment of inertia tensor I . In this
frame, we have a diagonal moment of inertia tensor, I =
diag(I1, I2, I3). Then assume that the viscous tensor is of the
form C = cI (i.e., diagonal and isotropic); likewise, assume
that B is given as

B =

(
O O
O bI

)
, (49)

where we choose these forms to keep the model simple
(although the equations (31) and (40) can handle more
general cases). In the results that follow, we choose c = 1
and b = 1.

Consider the moment of inertia tensor of the form

I =

2.070 0 0
0 1.532 0
0 0 1.236

 ,

where the relative values are based on the inertia matrix
considered in [20]. The fact that I is not a multiple of the
diagonal matrix ensures that the nonlinear cross-product term
in the equation (7) does not vanish.

We consider two different deterministic angular momen-
tum trajectories:

ℓ∗1(t) =

 0
t
2t

 and ℓ∗2(t) =

 0
t+ 1
2t+ 1

 . (50)

For both prescribed angular momentum trajectories, the
deterministic torque N∗(t) is obtained through a numerical
evaluation of (6) without introducing noise.

A. Sampling & Numerical Scheme

We simulate (7) using a modified improved Euler’s scheme
for stochastic differential equations [39]. The trajectory up-
date on rotations (8) is modified to be

Ri(t+ dt) = Ri(t) ◦ exp
(
dt

2
(I−1ℓ(t) + I−1ℓ(t+ dt))∧

)
.

(51)
Using the representation of the group element in (9), we have
hi(t) = h(Ri(t), ℓi(t)), which defines the trajectory on the
cotangent bundle group for a single particle i. In total, we
sample N = 5, 000, 000 particles over a time of 1 unit. A
time step of 10−3 units is used.

We employ an iterative method to calculate the sample
mean. The mean is initiated at

µ0
s(t) = exp

(
1

N

N∑
i=1

log hi(t)

)
. (52)

Then this estimate is refined until the error defined by
|| 1N

∑N
i=1 log(hi(t)◦ [µj−1

s ]−1(t))||F reduces to be less than
10−6. The rule for an iterative update of the mean is given
by

µj
s(t) = exp

(
1

N

N∑
i=1

log(hi(t) ◦ [µj−1]−1
s (t))

)
◦ µj−1

s (t).

(53)
The result is the group-theoretic mean that can be compared
with the mean obtained from the EOM method. For the
EKF method which estimates the mean on the direct product
group SO(3)× R3, we use (53) to obtain the sample mean
for rotation and calculate the arithmetic mean for angular
momentum for comparison.

To solve the ordinary differential equations of EKF/EOM,
we use the improved Euler’s method with the same time step.
The implicit equation for the evolution of mean (31) is made
explicit by inverting the coefficient matrix in (39). When the
time is short, the covariance is small and thus the matrix is
invertible.
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B. Evaluation Metric

We evaluate the mean of the rotation and angular momen-
tum separately. A Frobenius error can be defined as

Error = ||qs(t)− qp(t)||F , (54)
where || · · · ||F is the Frobenius norm, q is the mean for
either rotation or angular momentum, and the subscript s, p
stands for ‘sample’ and ‘propagated’ respectively. Note that
the sample means for EKF and EOM are different as stated
in V-A.

We evaluate the Gaussian distributions constructed from
the propagated mean and covariance by computing the neg-
ative log-likelihoods for both the EKF and EOM models.
The expression of the negative log-likelihood for Gaussians
in (19) and (47) is

Lmethod = log
(
(2π)3|detΣ|1/2

)
+

1

2N

Ns∑
i=1

zT
i Σ

−1zi,

(55)
where we have divided the traditional negative log-likelihood
by N to avoid a large value. In (19), z = ξ − µEKF, and in
(47), z = log∨(h◦µ−1

EOM). We plot the difference of negative
log-likelihood between our method EOM and the baseline
method EKF, i. e. LEOM − LEKF. The more negative this
difference, the better the fit from EOM as opposed to EKF.

C. Experiments

Fig. 1. The evolution of the absolute error of angular momentum mean
(blue) and rotation mean (red) for Trajectory 1.

In this section, we compare EKF/EOM using the stochas-
tic sample paths for the deterministic angular momentum
trajectories in (50).

We see from Figures 1 and 3 that for large time steps,
the mean estimation with EOM is better than that by using
EKF. Also from Figures 2 and 4, the probability distribution
constructed from the EOM mean and covariance fits the
sample data better than that from EKF for large time steps.

At sufficiently large times, we would expect both EKF
and EOM to fail, due to the breakdown of the Gaussian
assumption on the Lie group. It is more practical to take a
new measurement before these large times are reached, in
the context of the state estimation application.

Fig. 2. The evolution of the difference of negative log-likelihood for
Trajectory 1.

Fig. 3. The evolution of the absolute error of angular momentum mean
(blue) and rotation mean (red) for Trajectory 2.

VI. CONCLUSIONS & FUTURE WORK

The paper develops a joint rotation and angular momentum
uncertainty propagation theory for dynamic state estimation
problems. The mean and covariance propagation equations
for forced rotational Brownian motion are derived non-
parametrically from the Fokker-Planck equation on the group
SO(3)T ⋉ R3. The equations are then approximated up to
the second moment in the probability distribution function.
Experiments show that the resulting distribution fits the data
better than EKF.

For future work, the resulting probability density
u(h(R, ℓ), t) can be combined with a sensor model to
construct a filter for use in dynamic state estimation. Addi-
tionally, since the propagated results are only valid for small
times/covariances, it is important to extend the applicability
of the theory to larger covariances, for instance by using
the Fourier transform for SE(3) to simplify the governing
Fokker-Planck equation in (13).
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Fig. 4. The evolution of the difference of negative log-likelihood for
Trajectory 2.
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