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Bounded extremum seeking for single-variable static map with large
measurement delay via time-delay approach to averaging

Xuefei Yang, Emilia Fridman and Bowen Zhao

Abstract—In this paper, we present a time-delay approach
to gradient-based bounded extremum seeking (ES) with large
measurement constant delay, for an unknown single-input static
quadratic map. We assume that the extremum point and the
Hessian H belong to known intervals, whereas the sign of H
is known. We apply a time-delay approach to the bounded
ES system and arrive at the neutral type system with a
nominal linear delayed system. We present the latter system
as a retarded one and employ variation of constants formula
for practical stability analysis. Explicit conditions in terms
of simple scalar inequalities depending on tuning parameters
and delay are established to guarantee the practical stability
of the bounded ES control systems. Given any delay and
neighborhood of the extremum point and through the solution
of the constructed inequalities, we find lower bounds on the
dither period that ensures the practical stability.

Index Terms— Bounded extremum seeking, averaging, time-
delay, practical stability.

I. INTRODUCTION

ES is a model-free, real-time on-line adaptive optimization
control method. Under the premise of the existence of
extremum value, the ES control can search the extremum
value with an unknown nonlinear map. In 2000, Krstic and
Wang gave the first rigorous stability analysis for an ES
system by using averaging and singular perturbations in [1].
After that, a large number of theoretical studies on ES have
emerged in the literature [2], [3], [4], [S]. Particularly, the
bounded ES schemes were proposed in [5], [6], [7], in which
the uncertainty is confined to the argument of a sine/cosine
function, resulting in guaranteed bounds on update rate in
minimum seeking and control effort in stabilization.

Additionally, the delay phenomenon is inevitably encoun-
tered in ES due to time needed to measuring and processing
of the data, which makes theoretical research very complex
and challenging [8]. To address the challenges of delays in
extremum seeking, Oliveira et al. in [9] first investigated
the design and analysis of multi-variable ES for static maps
subject to arbitrarily long time delays. Based on this pioneer
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work, the case of ES with time-varying delays and uncertain
delays were considered in [10] and [11] (also see [8]).
Recently, Malisoff et al. in [12] reconsidered the multi-
variable ES for static maps with arbitrarily long time constant
delays by using a one-stage sequential predictor, which can
avoid the interference of the integral term appeared in [9].
The above literature employ the classical averaging theory in
infinite dimensions (see [13]) to prove the stability of time-
delay ES systems. However, these methods only provide the
qualitative analysis, and cannot suggest quantitative upper
bounds on the parameter that preserves the stability. The
analysis is also a bit complicated.

Recently, a new constructive time-delay approach to the
continuous-time averaging was presented in [14] with effi-
cient and quantitative bounds on the small parameter that
ensures the stability. This approach to averaging was suc-
cessfully applied for the quantitative stability analysis of
continuous-time ES algorithms in [15], sampled-data ES
algorithms in the presence of small constant delay in [16]
and bounded ES in the presence of small time-varying delay
in [17] for static quadratic maps by constructing appropriate
Lyapunov-Krasovskii (L-K) functionals. In [18] and [19], we
suggested a robust time-delay approach to ES without delay
also with large measurement delays, respectively, where we
presented the resulting time-delay model as an averaged
one with disturbances and further employed a variation of
constants formula. The latter can greatly simplify the stability
analysis via L-K method, simplify the conditions and reduce
conservatism, particularly, allow large delays.

In the present paper, for the first time, we study bounded
ES in the presence of large constant measurement delay. We
first transform the original delayed ES system to a neutral
type system via the time-delay approach. The practical
stability of the original system can be guaranteed by the
resulting neutral type system. We further present the neutral
type system as a retarded one with disturbances. Finally, we
use the variation of constants formula together with tight
bounds on the fundamental solutions of the linear systems
with delays in [20] to quantitatively analyze the practical
stability of the retarded systems (and thus of the original ES
systems). Explicit conditions in terms of simple inequalities
are established to guarantee the practical stability of the
ES control systems. Through the solution of the constructed
inequalities, we find upper bounds on the dither period that
ensures the practical stability, and also provide quantitative
ultimate bound (UB) on estimation error.

3664



II. PRELIMINARIES

We will employ the solution representation formula for
delay differential equations and some properties of the cor-
responding fundamental solution as in the following lemma,
these results are brought from [20] (see Theorem 2.7, Corol-
lary 2.14 and Lemma 9.1).

Lemma 1: Consider the following scalar delay differential
equation:

X(t)+ax(r—D) = f(t), t > 1o (D)

with the initial value
x(t) =o(t), t €to x(to) = xo, 2

where f: [to,0) — R is a Lebesgue measurable locally es-
sentially bounded function and ¢ : [fp — D, ) — R is a piece-
wise continuous and bounded function. Then there exists one
and only one solution for (1)-(2) as in the following form

x(t) = X(t —19)xo + j,gX(t —s)f(s)ds
- tf)o_DX(t —s—D)a@(s)ds
where the fundamental solution X (¢) is the solution of
x(t)+ax(t—D)=0, x(t)=0, t <0, x(0) = 1.

Let a >0 and

—D,l‘())7

3)

Da <

@ |—

Then for ¢t > 0,
0<tr<D,

1,
0<X() < { e alt=D) > D,

III. BOUNDED ES WITH LARGE DISTINCT DELAYS VIA A
TIME-DELAY APPROACH AVERAGING

Consider a single-input static map Q(6) of the following
quadratic form:

(6(1) = Q"+ 4516(1)— 6", )

where 6(¢) € R is the scalar input, Q* and 6* are constants,
and H is the gradient which is a non-zero constant. It is clear
that the quadratic map (4) has a maximum or minimum value
Q" at 6(t) = 6 such that

90 _ 920

o= =0, &% =H<0or >0.
lg—g- 7 96 |g—p

Usually, the cost function (4) is unknown, but the sign of H
is known. In this paper, in order to derive efficient conditions,
we assume that:

A1 The extremum point 6* to be sought is uncertain from
a known interval 6 € [0*,6*] with |6* — 6*| = op.

A2 The sign of H is known, whereas H is unknown and
subject to Hy < |H| < Hy with Hy, and Hy being known.

In this paper, we consider the bounded ES of static
quadratic map in the presence of large and known constant
measurement delay D > 0. Let the delayed measurement has
a form

y(t)=0Q(0(t—D)), t > D. (5
Define the estimation error as
é(t) =0(tr)— 0", (6)

Then it follows from (4), (5) and (6) that
y(t)=0"+%6(t—D), t>D.

Inspired by [5], we consider the gradient-based bounded ES
as follows

< 0, t€0,D),
o(r) = { Voawcos(ot+ky(t)), t>D, 2
namely,
é(t) \/@cos(a)t)cos (ky(2))
awsin (wt)sin (ky(t)), t > D, ®)

0(t) = 9(0), t€10,D],

where o is the frequency of the dither signal whose mag-
nitude is proportional to ¢, k is the adaptation gain whose
sign is selected to be identical with that of H.

For the stability analysis of the ES control system (8),
inspired by [18], [19], we first apply the time-delay approach
to averaging of (8). For averaging, we choose

w=2 =2 1eN 9)

e

Here [ > D/¢e* is large enough with £€* > 0 to be found from
conditions of Theorem 1 below. Integrating in t > 2D+ ¢
from ¢t — € to t and dividing by € on both sides of (8), we

get
L=t WJ, ccos () cos by (2) d
- é\/ﬁj} £S1n Sln(ky(’z,'))df7 t>2D+e.

(10)
From (9), we have

cos (2 (s—D)) = cos (%Zs), sin (2 (s—D)) =sin (Zs).

an
Define x+y = x+y—y. By (11), for the first term on the
right-hand of (10), we have

E\/mft gcos 7) cos (ky(t))dt
= é\/%ft €08 (2£7) [cos (ky(7)) +

é\/ﬂft ¢ cos ( Zl ) dt-cos (ky(r))
_,\/% s 8cos 7) [cos (ky(t)) — cos (ky(7))] dz
— \/%ft ¢ cos (2 fTSIH(k)’( ))y(s)dsdz

— \/%ft 8cos fTs1n(ky(s))

X 0(s— )9( )dsd’L'
= ,/Znaft gcos 7) [;sin(ky(s))0(s — D)

X [\/%cos (%s) cos(ky(s —-D))
\/%sm (2£s) sin(ky(s D))] dsdt

— 381 1 cos (25¢) cos (5)
X s1n(ky( ) cos(ky(s —D))8(s— D)dsdt

2Wkal ¢ Jrcos (221) sin (2s) sin(ky(s))
X sm(ky(S*D))e( D)dsdr.

cos (ky(t))]dt

12)
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By using
e Jicos (2£7) cos (2s) dsdt
%ft’_s cos (2”1) [sm (ze”t) —sin (%”’L‘)] dt
£ [ gcos (2”1) sin (2 7)dt
fz ¢ Sin ( ) dt =0,
the first term on the right-hand side of (12) is calculated as
follows:
SROHH [V [y cos (%” 7) cos (Zs) sin(ky(s))
x cos(ky(s—D))O (s D)dsdr
= 2l 1 [ cos (227) cos (2£s) dsdt
x sin(ky(t)) cos(ky(t — D))G(t —D)
(

2”““’[, gff cos 28” 1,') cos (Z”S)

X [sm(ky( )) cos(ky(t — ))O(I—D)
—sin(ky(s)) cos(ky(s — D))0 ( D)|dsdt
= 27rockal SfTCOS<2nT>C ( )
x [l [sm(ky( ))cos(ky(v —D))0(v —D)] dvdsdr,
(13)
By using
f, 8frcos(?”r)s (%5) dsdt
27 e c0s (5 7) [eos (1) —cos (3 7) ] de
=% ttgcos 22 7) cos (£ 1) dr
— £

the second term on the right-hand side of (12) is calculated
as follows:
2”0‘ka, e Jicos (2” 7) sin (2s) sin(ky(s))
x sin(ky(s —D))0 (s — D)dsdt
= “gH sin(ky(r)) sin(ky(t — D))6(t — D)
+ 271:05ka[ ng cos (27r T) sin (27rs)
X J§ ay [sin(ky(v))sin(ky(v — D))6/(v
— ok smz(ky(t))ﬂ (t—D)
+ % sin(ky(1))6(t — D) (Sln(ky(t)) —sin(ky(t — D)))
+ 271:05ka[ sfr cos (271: ) sm( )
< Jid [sin(ky(v))sin(ky(v = D))8
= “§H sin’(ky(1))6(t — D)
+ S Sin(ky(1))8 (1 — D) J{_p cos(ky(s))
x 0(s— D)G( D)ds

+ 2”“"Hf, ¢ Jicos (2”1’) sin (%”s)

—D)] dvdsdr

j(v — D)) dvdsdt

X Stddv [sin(ky(v)) sin(ky(v — D))6 O(v -D)] dvdsdr,(14)
By (11), for the second term on the right-hand of (10), we
have
— L1 e 6sm ) sin(ky(t))dt
1= sSm [sin(ky(7)) £ sin(ky(r))]dT
_ \/% 1, sin (22 f, cos(ky(s))y(s)dsde
ki, j2ma gt sin (2£7) [Lcos(ky(s))
x 0( s—D)(-)( )dsdT
2”“"Hft et sm( ) cos (2” )cos(ky(s))
X cos(ky(s —D))G( )dsd’c
Z”O‘kar et sm( 7) sin (2s) cos(ky(s))
X sm( (s—D))08(s— D)dsdr.
(15)

The first term on the right-hand side of (15) is calculated as
follows:

) cos (2s) cos(ky(s))

271705ka[ sfr sin (?ﬂ:
D)0 (s — )dsdr

x cos(ky(s —

= —%H cos(ky(t)) co (ky(t —D))B(t -D)
— 2 [t in (257) cos (%)
x Stdcl/ [cos( ky(v))cos(ky(v — D))6(v—D)]dvdsdt
= — %H 0052 (ky(t )0(t—D)
o(t

)
+ 93 cos(ky(r))B(r — )[COS(ky(t))—COS(ky(t—D))]

2mka[l ¢ Jisin (27) cos (£s) )
X std(i/ [cos(ky(v ))cos(ky(v —D))0(v — D)] dvdsdt
= — % cos? (ky(r ))6(t D)
“kH cos(ky(1))6 (1 —D) f,_psin(ky(s))
><9(S— D)6(s — )d
27rékaflsfrm( )0(?,1;)
X sdv [COS( ky(v))cos(ky(v —D))0(v — )] dvdsdr,
(16)
where we have used
ft .effsm(fyr ) cos (2s) dsdt

£ gsm(—f) [sin (g ) —sin (#1)]dt
—ﬁ ! esin(227)sin (Z1)dt
.

The second term on the right-hand side of (15) is calculated
as follows:

Zﬂakal . [T sin (?771) S]n( )COS ky
X sm(ky s—D))0(s— )deT
_ 27rakat efr sln(z?ﬂ’b') sin ( )dsd‘C
x cos(ky(1)) sin(ky(t — D))B(t — D)
+2n§ckat ijsm(?”r sm( 5)

x[cos(ky(t))sm( ky(t — )) (t—D)
—cos(ky(s)) sin(ky(s — D))8 (s — D)] dsdt
271:05ka[ efr sm(Zn’ ) ( n )

X Std‘i/ [cos(ky(v))sm(ky(

t:

)

(eatl
—~
S~—

o

<

o

72}

o

Q

17
where we have used
JieJisin (2 1) sin (2£s) dsdt
= f% " esin (Z7) [cos (2t) —cos (2£1)] dt
= £ [ osin(21)cos (Z1)dr
=0.
Let
1/t <
G(t) = g/ (t—1+e)b(t)dr, 1 >2D+e.  (18)
t—&
Then we can present
)i 0(rdr =g [6()—G()], (19)
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When ¢t > 2D + €, we denote

Yi(r) = %26 (r — D) [} sin (ky(r) — ky(s))
x 0(s—D)B(s—D)ds,

V() =— ”“kHﬁ eJzJs [sin (ky(v) +ky(v — D)
+2z (’L’—i—s))—i.—sm(ky(v) ky(v—D)
+2” (t—5))]6(v — D)dvdsdr,

€

Y(r) = —BUH [T f* [*lcos (ky(v) — ky(v — D)
+2"( 5)) +cos (ky(v) +ky(v — D)

8

)
+2 (1+45))]0% (v — D)8(v—D)dv,
Y4():”“"2H2f, o2 I cos (ky(v) — ky(v — D)
)
b

(20)

—|—2?” (t—s)) —cos (ky(v) +ky(v—D)

+Z (1++))]6(v —D)b(v —2D)

x 0(v —2D)dvdsdr.
Substituting (13) and (14) into (12), (16) and (17) into (15),
and further substituting (12) and (15) into (10), employing
(19) and (20), we finally arrive at the time-delay system

D)+Y},

L16(1)—G(1)] = -2 (1 —

By denoting

Yi, t>2D+e¢.

2(t)=0(t)—G(t), t > D+e,

G(t)=0, t € [D+&,2D+e), b
we further have
i(t) = — %A (1 —D)+w(t), t >2D+¢, 22)
w(t) = —9HG(t - D) + Xi Yi(0).

Note that if 8(¢) (and thus z(¢)) is of the order of O(1) and
let the tuning parameter ¢ be of the order of O(g), then
the terms G(z) and Y; defined by (18) and (20) are of the
order of O (¢), Y;(i =2,3,4) defined by (20) are of the order
of O (€2). Therefore, w( ) defined by (22) is of the order of
O (¢). Similar to our previous work [19], we will analyze (22)
as linear delayed system w.r.t. z(t) with delayed disturbance-
like O (€) term w(r) that depends on the solutions of (8). By
utilizing solution representation formula in Lemma 1, we get
the bound on z(t) which will lead to the bound on 8(¢) by
@1).

Given any large D and small enough @, we will find k
from the inequality

k 1
b _ 1 <, (23)

which guarantees the exponential stability with a decay rate

5 = HH % of the averaged system
okH
() = —Tz(t —D). (24)

Theorem 1: Given D > 0, consider the quadratic map
(4) subject to A1 and A2 under the delayed measurements
(5), and the ES system (7) with [6(0)| < op. Given tuning
parameters p > 1, U, k and ¢ > op > 0 and choosing
o = pe?, let small enough £* > 0 satisfies

(25)

( _|_271:+47rkHM0' )\/m
+e7 kHMO' D.\/2mu.

Then for all € € (0, €*] subject to (9), the solution of system
(8) satisfies

(26)

6(r)] < |6(D)| +(D+¢) V27 <0, 1€[D,2D +¢],
~ P P
6] < (1+£<4M2) [[5(D )| T(D+378)\/277ru}
LW (€)1 |
<o, 1€ 2D +¢€,3D+€].
6(1)] < e~ Hm 0300 N 15y
+elr (D+38)\/27m} +eww(u g)+e'r /2
<o,t>3D+e¢,
27)

Moreover, for all € € (0,&*] subject to (9) and each constant
initial function with |6(0)| < oy, the interval

W(w,e)+e'T ﬁ} (28)

_ pePkHm
= 7

ueP kHy D

{é(t) ER:|O(r)| <e 2

is exponential attractive with a decay rate &

Remark 1: Theorem 1 guarantees for any delay D semi-
global convergence for small enough €*, yu and o = pe?.
Given any D > 0 and op > 0 and choosing & to satisfy (23),
the ES algorithm converges for small enough £* and u.

Remark 2: In [18], we proposed a robust time-delay ap-
proach to the classical ES without delay. Due to the fact
that the unknown output function enters the control scheme
in an affine way, the uncertainty of convergence rate and
control effort exists. Comparatively to that, in this work we
study bounded ES with large constant measurement delay, in
which the uncertainty is confined to the argument of a sine
function, resulting in guaranteed bounds on update rate and
control effort. Moreover, the existing delay makes theoretical
research more challenging than that in [18].

When D =0 in (5), from (20) we find that

Yi(t) =0,
Yo(t) = G o J1fy [sin (2ky(v) +
+sin (2 (t—s))] 6(v)dvdsdr,
Y3(t) +Ya(t) = 27tock2H2
X JieJzJilcos (Zky( )+ (1+5))]6%(v)8(v)dv.
Then, by using Theorem 1, we have the following corollary.
Corollary 1: Let A1-A2 be satisfied. Consider the system
(8) with |8(0)| < 0. Given tuning parameters a, k and ¢ >

op > 0, let there exists € > 0 that satisfy ®, < 0 in (25)
with D =0 and

W(a,e) = ( +& 4+ M) V2rae.

Then for all € € (0,€*], the solution of system (8) with
|6(0)] < op will exponentially converge to the interval

?”(T—i—s))

(29)

{é(t) ER:|6(r)| <W(a,€)+ ’“"8}

with a decay rate § = akfm , where W(a, €) is given by (29).
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IV. EXAMPLES

Consider the single-input map (4) with 6* =0 and

H=2. (30)
If H > 0 is unknown and satisfies A2, we consider
1.0<H<3.0. (€2))

Case 1: When D =0, we select the tuning parameters as [15]

o =0.0001, k=11. (32)
The results that follow from Corollary 1 and Theorem 3
(Corollary 2 for unknown H) in [15] are shown in Table L.
By comparing the data, we find that our results allow much
larger upper bound €* (lower bound frequency bound ®*)
and much smaller UB than those in [15]. Moreover, our
results allow larger uncertainties in A than that in [15].

TABLE I
COMPARISON OF € AND UB IN SCALAR SYSTEMS WITH D =0

BES 00 ) e* UB
Corollary 1 with (30) 1.1-1073 [0.0754 [ 0.017
[15] with (30) 1.0-1073 | 0.013 | 1.52

Corollary 1 with (31)
[15] with (31)

[SIESIRSIE STje]

U (U (U [N

0.55-1072 | 0.02 [0.011

Case 2: When D = 0.5, we select the tuning parameters
n=0.001, k=5 p=1.5, a=0.001g"".

The results of Theorem 1 are shown in Table II. It follows
that our method performs well in the presence of large delay.

TABLE I
VALUES OF 8, €* AND UB IN SCALAR SYSTEMS WITH D = 0.5

BES oy |o o e UB
Theorem 1 with (30) [0.5| 1 [0.19-1073 [0.1148 [ 0.0186
Theorem 1 with (31)[0.5| 1 [0.42-10~%0.0659 | 0.0091

V. CONCLUSION

This paper developed a time-delay approach to gradient-
based bounded ES with a large measurement delay. By
employing the solution representation formula, explicit con-
ditions in terms of inequalities were established to guarantee
the practical stability of the ES control systems. The result-
ing time-delay method provides a quantitative analysis of
the control parameters and the ultimate bound of seeking
error. Compared with the L-K method utilized in [15], the
established method not only greatly simplifies the stability
conditions and improves the results, but also allows large
time delay. Future work includes the extension to multi-
variable bounded ES in the presence of large delays.

APPENDIX: PROOF OF THEOREM 1

The proof is divided into three parts. (A) First, we give
a group of upper bounds under the assumption that 0 (f)
is bounded for ¢t > D; (B) Second, we employ the solution
representation formula for delay differential equations on z-
system (22) for the practical stability (and thus 6-system
(8)); (C) Third, we show the availability of the assumption
that @ (¢) is bounded for ¢ > D by contradiction.

Proof of part A. Assume that
6(1)| <o, t>D. (33)

When 7 € [0,D], we note that () is a constant satisfying

|6(1)| =16(0)| =|6(D)| <oy <o, 1€[0,D]. (34
Via (7), we have
A 2
)] < /22, >0, (35)
by which and a = pe?, we further have
6] = \ )+ [pB(s)as
< |6(D)| + (D+¢)v2mue"s, t € [D,2D +¢].
(36)

This implies the first inequality in (27) since ¥, < 0 in (25)
implies that oo+ (D + €*) \/2mue* 7 <o

When t > 2D + €, we have from (18), (20) and (33)-(35)
that

GO <L |(t—1+¢)b ]df
< EL [ (t—t4e)dt (37)
= /%%
szz 2noc 272,02 Tl
Y1(1) Jiplds = K*H?6?Dy/ 22
(38)
V()| < ZhH, 2z fF[7 [{1dvdsdT )
:m;kHz 27;@56 :n(ka /27'505
¥3(1)| < RH )62, J2ma [t ft 1 dydsde o
YN ETE R T N .
and
Ya(r)] < TG 262, /218 1t [11dvdsda "
= 20 ) 52 2’%"%2@ 2moe.

By using (37)-(41) and G(¢) =0, t € [D+¢€,2D+€) in (21),
we find from the second equation in (22) that
w(t)] < |4BEG(r —D)| + L, %)
< aka+k2H2 2p /mﬁ
+ nongm+ 27wck3H azm

_ ( ok 4 mokd 27rak23H2c72) Vanoe 42)

k2H2 ZD 7[063
< ®Hy (g,¢), t22D+e
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with W(u,€) given by (26). In addition, via (21), (36), (37)
and a = pe?, we find

NI< 0] +16()
< |6(D)| + (D+e)y2mpe"T + /7%
— |6(D)| +€"7 (D+%) v2ap, 1 € [D+€,2D+€].
(43)

Proof of part B. Define X(¢) as the solution of the

following homogeneous equation
okH

(1) = —Tz(t —D), z(t) =

By using Lemma 1, under the condition ®; <0 in (25), there
hold

0,1<0, z(0)=1. (44)

0<X(t) < L O<r<D, 45
<XOS -ten) > p, )
By using (3) in Lemma 1 for (22) we further have
72(t)=X(t—2D—¢€)z(2D +¢)
—~ “f,zﬂ OEEX (1 —s—D)@(s)ds (46)
+ fap e X (£ = s)w(s)ds,

where @(s) = z(s) if D+¢& <s<2D+¢. Then when ¢ €
[2D+¢€,3D+ €], via (42)-(43) and (45)-(46), we get
|z(t)| < [X(r—2D —¢€)||z(2D +¢)|
+ Al [R50 1X (e — s — D)l @(s)|ds
+f2D+s I{( s)| w(s)[ds
< “é )| +eT (D+38)\/275 }|X(r—2D e)|

+ % 16(D)| +€"7 (D+3£)¢2Tul

ffl?r; X(: = )] ds+ AW (o) Lip ¢ X (e = 5)]ds
< (1—!—%) UG ]—1—8 T (D—|—3€)\/27w}
+ WW((X,E),
47)
by which, (21) and (37), we further have
A wePkHyD A p-1 3e
6] < (1+442) o) e (04 ¥)

2 1
X/ 2]+ P () T\

which implies tlkle second inequality in (27) due to ¥, < 0
Hy

in (25) since e —= > 1+ akHMD

When ¢t > 3D+ ¢, via (42)- (43) and (45)-(46), we further

have

jo(r)] < e ¥ 0-30-8) [ |+£%(D+3S)\/27nu}
+ 98 [16()|+2" (D+3%) V2mil]

x Sﬁrfef%“*%w KW (01, €) i, ¢ X (1 —
Se akH(t 3D—¢) I:’G |—|—8pT (D+38) /zn“i|
_|_e_T(t—3D £) ( akHD )[ ’+g el

s)|ds

x (D+ %) V2mu] +W(a,e) { e —e*akTH(’”D*S)}
Sef%(tfﬂ)*g) akHMD |:|9 }—I—S% (D+ 38) /27[[.1:|
+eakHzMDW(a,e),

(49)

okH.
where we have used e 2" > | 4 @kHD akHD and

Fopye|X (1= )\ds—fzmg X (1 — )|d5+f}r—p X (£ —s)|ds
kH
fD+ e 2 = Dids4 D

o akH 3D—
- aKH {1 o - Sq +D.

By (21), (37) and (49), we have

~ P, PkH\D | ~
| m(r—3D—s)e“8 M

QIR [|6(D)|
+£ pT(D+3£)\/27t7u}+

uePkHy D prl
e 2 W(a,e)+ez /5,

which implies the third inequality in (27) due to ¥, < 0 in
(29).

Proof of part C. By contradiction-based arguments in [15]
(see Appendix A), it can be proved that (25) guarantees (33).
The proof is finished.
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