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Abstract— This paper presents an entirely different approach
for the synchronization of identical networked infinite dimen-
sional systems. With a large class of infinite dimensional systems
representing partial differential equations (PDEs), the concept
of a functional form of the consensus protocol used for synchro-
nization is applied here and incorporates spatial derivatives and
spatial averages of the differences of the PDE states. This leads
to spatial PD-type of consensus protocols for synchronization
of PDEs. When the networked PDEs are tasked with following
a leader, also described by a PDE of the same type, an added
component of the controller is incorporated to ensure leader
following. The proposed PD-coupling in the synchronization
control of infinite dimensional systems attains a new form for
the finite dimensional case, where now a temporal PID coupling
in the consensus protocol is implemented. Simulation studies for
both the infinite and the finite dimensional cases are included
to demonstrate the effects of the non-traditional coupling in the
synchronization control of networked systems.

Index Terms— Infinite dimensional systems; synchronization.

I. INTRODUCTION

The synchronization of identical dynamical systems,
whereby each networked controller incorporates a consensus
protocol in order to enhance agreement (synchronization) and
possibly leader-following (tracking) was primarily examined
in the finite dimensional system arena, [1]. One of the first
papers addressing the synchronization of identical PDEs was
in [2], [3], [4]. The authors examined coupled advection-
diffusion PDEs with diffusive coupling, in which the con-
sensus protocol included the second spatial derivative of the
pairwise state differences. It also examined the convergence
properties of the networked PDEs to a desired state (leader
following), also governed by an advection-diffusion PDE. An
H

∞ analysis provided expressions for the consensus weights
via the solution to an operator inequality.

Using control signals, transmitted though the spatial pro-
cesses via an appropriate input operator was the next ex-
tension to synchronization of networked PDEs. The work in
[5] introduced controllers that addressed the two objectives:
leader following and agreement. The controllers assumed
that each agent had access to their own states and the states
of their communicating neighbors. An improvement to the
earlier work was presented in [6] which examined both the
optimal selection of the consensus weights and also the
adaptation of the consensus weights. The minimization of the
communication exchange imposed by the implementation of
the consensus protocol was solved in [7] which considered
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boundary control, unknown disturbances and measurements.
The synchronization controllers replaced the full states by the
scalar outputs in the consensus protocols. The adaptation of
the consensus weights and of the unknown disturbance was
realized via the use of available signals (output signals). Ad-
ditionally consensus protocols were also implemented in the
adaptation laws of the consensus weights which resulted in
an improved performance. A generalization of the framework
in [7] to a class of positive real infinite dimensional system
was presented in [8] which considered both the optimization
and adaptation of the consensus weights. At the same time, a
robust control approach was used in [9] by using the signum
functions in the boundary controllers of identical diffusion
PDEs with boundary local interactions, as a means to account
for boundary perturbations.

Ways to enhance the performance of synchronization con-
trollers included optimization and adaptation of the synchro-
nization gains. Additional improvements were the inclusion
of robust laws in the adaptive laws for the consensus weights
and the inclusion of the parameter consensus in the adaptive
laws for the consensus weights. Reduction of the cost of
the synchronization controllers included the exchange of
output signals (usually scalars) instead of full state signals
and the optimization of the communication topology. The
communication topology optimization for a related system of
a single PDE with multiple collocated actuator-sensor pairs
was examined in [10].

However, one aspect not considered in the performance
improvement of the synchronization of networked PDE sys-
tems is the type of information exchanged. The consensus
protocols include pairwise differences of the measurement
signals; more useful information can be conveyed by spatial
gradients of the pairwise differences or by spatial integrals of
the pairwise differences. These spatial modifications mimic
the time-analog in the PID-type controllers where the con-
troller is proportional to the error, to the accumulated errors
represented by the integral terms and the anticipatory action
of the derivative component of the PID controller.

This paper is concerned with the various types of synchro-
nization controllers and presents the spatial PD coupling that
is used in the consensus protocols. Providing an additional
improvement in the synchronization control of networked
finite dimensional systems, it also proposes a PID coupling
for the consensus protocol for finite dimensional systems.

Section II motivates the proposed functional form of the
consensus protocol and provides conditions for which such a
protocol is realizable using only available signals. Realizable
PD-type couplings for PDE synchronization are presented
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in Section III and the abstraction to a class of positive-
real infinite dimensional systems is given in Section IV.
The special class of finite dimensional positive real systems
with a temporal PID coupling is summarized in Section V
and numerical studies for both PDE and ODE systems are
presented in Section VI. Conclusions follow in Section VII.

II. PROBLEM MOTIVATION

To put the proposed concept of spatial PID coupling in the
synchronization of PDEs into perspective, we consider the
dual framework for the problem presented in [11]. There,
the goal was to ensure that N filters trying to reconstruct
the state of a parabolic PDE using output measurements,
were able to exchange valuable information that enhanced
consensus. The idea behind this was not only to exchange
information on the estimated states between the networked
filters, but also exchange the spatial gradient of the estimated
states between the networked filters. The former information
exchange constituted the proportional coupling of the filters
whereas the latter provided the derivative coupling. An added
feature of these consensus filters was the integral coupling
whereby each networked filter exchanged the information of
its spatial integral (spatial average) with its communicating
neighbors. That provided the integral consensus coupling of
the distributed filters and hence the definition of spatial PID
coupling in the consensus filters considered in [11].

For demonstration purposes, we assume that we have N
PDE systems that are tasked with following a virtual leader
(another PDE) and ensure synchronization.

The virtual leader is described by the parabolic PDE

∂txm(t,ξ) = Amxm(t,ξ)+b(ξ)r(t), 0 < ξ < ℓ, t ∈ R
+, (1)

where for simplicity Dirichlet boundary conditions are as-
sumed with xm(t,0) = xm(t, ℓ) = 0 and with initial conditions
xm(0,ξ) = x0(ξ), ξ ∈ [0, ℓ]. The symmetric spatial operator
Am is assumed to be the generator of an exponentially stable
C0 semigroup on L2(0, ℓ). For example, it can be given by
the elliptic operator

Amϕ , ∂ξ(α(ξ)∂ξϕ(ξ))+β(ξ)∂ξϕ(ξ)− γ(ξ)ϕ(ξ),
for ϕ∈H1

0 (0, ℓ). The function b(ξ) denotes the distribution of
the actuating device and r(t) is a reference signal. The spatial
functions α(ξ),β(ξ),γ(ξ) satisfy certain regularity conditions
necessary for the unforced system to be well-posed, [12].

The N networked systems are governed by

∂txi(t,ξ) = Axi(t,ξ)+b(ξ)ui(t),

xi(t,0) = xi(t, ℓ) = 0, xi(0,ξ) = x0i(ξ) 6= x0(ξ),
(2)

where ui(t), i = 1, . . . ,N denotes the control signal to each
system. The spatial operator A is similar to Am but it may
not have the same stability properties. To differentiate each
of the N networked systems, it is assumed that the initial
conditions xi(0,ξ) may not be identical to each other and
not equal to the initial condition x0(ξ) of the virtual leader.

The goal here is to design controllers ui(t) for the net-
worked systems in (2) so that (i) each agent xi(t,ξ) tracks
the virtual leader xm(t,ξ) and (ii) each agent agrees with all
other agents. Similar to the approach in [8], each controller

will consist of two parts in order to address each of the
two goals. Defining xi j(t,ξ) be the pairwise differences
xi j(t,ξ), xi(t,ξ)−x j(t,ξ), i, j = 1, . . . ,N and the estimation
errors ei(t,ξ) , xi(t,ξ)− xm(t,ξ), i = 1, . . . ,N, the control
objectives are expressed in terms of the norm convergence
limt→∞ |xi j(t,ξ)|L2(0,ℓ) = 0, i, j = 1, . . . ,N, for synchroniza-
tion, and limt→∞ |ei(t,ξ)|L2(0,ℓ) = 0, i = 1, . . . ,N, for virtual
leader tracking. The information exchange between the net-
worked systems is described via an appropriate communi-
cation topology. An undirected simple graph G = (V ,E) is
assumed here to describe this communication topology. The
nodes of the graph denoted by V = {1,2, . . . ,N} represent
the networked PDE systems in (2) with the graph edges
E ⊂ V ×V representing the communication links between
them. We denote the set of networked systems that the ith

system is communicating with via Ni = { j : (i, j) ∈ E}.

One is tempted to adopt the consensus PID coupling used
in [11] for distributed filters to the synchronization control
of the N systems in (2). Following the use of spatial PID
consensus in [11], and using duality for the case of syn-
chronization controllers here, the proposed synchronization
controllers take the form

ui(t) = ut
i(t)+us

i (t) =−

∫ ℓ

0
κ(ξ)xi(t,ξ)dξ+ r(t)

−π(ξ)
N

∑
j∈Ni

xi j(t,ξ)− ι(ξ)
N

∑
j∈Ni

∫ ℓ

0
ι(ψ)xi j(t,ψ)dψ

−δ(ξ)
N

∑
j∈Ni

∂ξ

(

δ(ξ)xi j(t,ξ)
)

,

(3)

with

ut
i(t) =−

∫ ℓ

0
κ(ξ)xi(t,ξ)dξ+ r(t),

where κ(ξ) is the feedback gain kernel needed to ensure
that the closed-loop systems can match the state dynamics
of the virtual leader. The two components of the control
signals ut

i and us
i address the tracking and synchroniza-

tion objectives, respectively. The proportional, integral and
derivative coupling functions which form the synchronization
component of the controllers, satisfy 0 < πl ≤ π(ξ) ≤ πu,
0 < ιl ≤ ι(ξ)≤ ιu and 0 ≤ δ(ξ)≤ δu, for 0 ≤ ξ ≤ ℓ.

To achieve the leader-following goal, one must impose
a matching condition which assumes the existence of a
feedback kernel κ(ξ) with the property that

Aiϕ−b(ξ)
∫ ℓ

0
κ(ξ)ϕ(ξ)dξ = Amϕ, ϕ ∈ H1

0 (0, ℓ). (4)

It is easily seen that the first part of the control signals

ut
i(t) =−

∫ ℓ

0
κ(ξ)xi(t,ξ)dξ+ r(t), i = 1, . . . ,N, (5)

ensures tracking since each closed-loop system is given by

∂txi(t,ξ) = Axi(t,ξ)−b(ξ)
∫ ℓ

0
κ(ξ)xi(t,ξ)dξ+b(ξ)r(t)

xi(t,0) = xi(t, ℓ) = 0, xi(0,ξ) = x0i(ξ) 6= x0(ξ).
(6)

Using the definition of the state error and (1), (6) with the
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matching condition (4), the state errors are governed by

∂tei(t,ξ) = Amei(t,ξ),
ei(t,0) = ei(t, ℓ) = 0, ei(0,ξ) = x0i(ξ)− x0(ξ),

(7)

It can be established that the tracking objective with con-
troller (5) and matching condition (4) is achieved since
the operator Am in (7) generates an exponentially stable
C0 semigroup. This of course requires the availability of
each infinite dimensional state xi(t,ξ) in order for (5) to be
realized. Adding the synchronization component us

i requires
more conditions.

Using the matching condition (4) along with equations (1),
(2) and the spatial PID synchronization control signals (3),
the resulting closed-loop errors are now given by

∂tei(t,ξ) = Amei(t,ξ)−b(ξ)π(ξ) ∑
j∈Ni

ei j(t,ξ)

−b(ξ)ι(ξ) ∑
j∈Ni

∫ ℓ

0
ι(ψ)ei j(t,ψ)dψ

−b(ξ)δ(ξ) ∑
j∈Ni

∂ξ

(

δ(ξ)ei j(t,ξ)
)

ei(t,0) = ei(t, ℓ) = 0, ei(0,ξ) = x0i(ξ)− x0(ξ).

(8)

The additional terms in (8) must be shown to achieve the
synchronization objective via the convergence of the pairwise
difference |xi j(t)|L2 to zero. However, such controllers pose
several challenges as described below.

Realization and implementation challenges for the
synchronization controllers (3).

The controllers in (3) require:

1) each agent to access its own state xi(t,ξ) in order to
realize the control component

∫ ℓ
0 κ(ξ)xi(t,ξ)dξ in (5).

2) each agent to access the states of its communicat-
ing neighbors in order to realize the synchronization
components that use the pairwise errors xi j(t,ξ), their
spatial gradients and their spatial integrals in (8).

The above impose a heavy communication load since the
jth agent with j ∈ Ni must transmit its own state x j(t,ξ) to
the ith controller. Additionally, since the control signals ui

are assumed scalars, then the synchronization components
must be modified. First, the term −π(ξ)∑ j∈Ni

xi j(t,ξ) must
be modified to result in scalar signal since the input operator
associated with the function b(ξ) must take an element in
the space H1

0 (0, ℓ) and map it to R
1. This can easily be

managed by obtaining a scalar signal and thus the above term
must be modified to −∑N

j∈Ni

∫ ℓ
0 π(ξ)xi j(t,ξ)dξ. Similarly, the

second term −∑ j∈Ni
ι(ξ)

∫ ℓ
0 ι(ξ)xi j(t,ξ)dξ must be simplified

to −∑ j∈Ni

∫ ℓ
0 ι(ξ)xi j(t,ξ)dξ to also produce a scalar signal,

which then becomes identical to the previous one. The
last term −∑ j∈Ni

δ(ξ)∂ξ
(

δ(ξ)xi j(t,ξ)
)

, must be modified to
−∑ j∈Ni

∫ ℓ
0 δ(ξ)∂ξ

(

xi j(t,ξ)
)

dξ in order to produce a scalar
signal. Thus, the spatial PID consensus coupling terms
used in [11] and proposed in (3) cannot be used in the
synchronization control as presented due to the structural
constraints imposed by the input operator. The above three
modifications result in essentially two distinct components,

namely a P-type and a D-type coupling that involve finite
dimensional signals. Still, they require the availability of the
differences xi j(t,ξ) and their spatial gradients. These will be
detailed in the next section.

III. REALIZABLE PD COUPLINGS IN SYNCHRONIZATION

CONTROLLERS

Each of the N networked systems is assumed to obtain
process information that is provided by N sensors. Thus,
each networked system (2) has an output

yi(t) =
∫ ℓ

0
c(ξ)xi(t,ξ)dξ, i = 1, . . . ,N. (9)

In a similar fashion to the state error definition, we define
the output errors as εi(t) = yi(t)− ym(t), i = 1, . . . ,N where

ym(t) =
∫ ℓ

0
c(ξ)xm(t,ξ)dξ.

The goal is to generate synchronizing controllers, similar
to (3), but with the property they can be realized and mini-
mize the communication exchange between the N systems.

To realize implementable synchronizing controllers that
impose minimal communications costs, one must make some
structural assumptions. These take the form of a matching
condition which affords a static output feedback controller
to yield a closed-loop operator matching Am.

Assumption 1 (matching condition): There exists a static
gain g > 0 such that

Aφ−b(ξ)g
∫ ℓ

0
c(ξ)φ(ξ)dξ = Amφ, φ ∈ H1

0 (0, ℓ). (10)

The above assumption requires that each networked system
is statically stabilizable. With a simple static output feedback
each networked system can match the “closed-loop” operator
Am of the virtual leader by the feedback ui(t) = −gyi(t).
Using (9) and (10) it is easily observed that the realization
of a feedback controller restricts the feedback kernel to the
specific form κ(ξ) = gc(ξ) with∫ ℓ

0
κ(ξ)xi(t,ξ)dξ = g

∫ ℓ

0
c(ξ)xi(t,ξ)dξ = gyi(t).

Assumption 2 (dissipativeness): For all φ,ψ ∈ H1
0 (0, ℓ),

the spatial operator Am satisfies the inequality∫ ℓ

0
φ(ξ)(Amψ(ξ))+(Amφ(ξ))ψ(ξ)dξ≤−λm

∫ ℓ

0
φ(ξ)ψ(ξ)dξ.

Since only a spatial PD-type coupling can be realized for
this class of systems, one must make an assumption on the
spatial gradient measurements at the sensor location.

Assumption 3 (gradient measurements): The N sensing
devices can also provide spatial gradient measurements

zi(t) =
∫ ℓ

0
c(ξ) ∂xi(t,ξ)

∂ξ dξ, i = 1, . . . ,N. (11)

Now that yi(t) and zi(t) are available for the realization of
the synchronization components, we can propose a realizable
controller with minimal communication loads. The counter-
part of (3) will not include fixed gains to be optimized, but
rather time-varying gains that can be adjusted adaptively.
The proposed synchronization controllers are

ui(t)=−gyi(t)−r(t)− ∑
j∈Ni

(πi j(t)yi j(t)+δi j(t)zi j(t)) , (12)
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for i = 1, . . . ,N, where the differences of the gradient mea-
surements are defined in analogous manner as zi j(t) = zi(t)−
z j(t). The edge-dependent Proportional and Derivative syn-
chronization gains πi j(t) and δi j(t), i = 1, . . . ,N, j ∈ Ni are
adjusted adaptively and vary their magnitude in proportion
to the agreement of the differences yi j and zi j, respectively.

Using equations (1), (2) and (12), the closed-loop errors
are now governed by (cf. (8))

ėi(t,ξ) = Amei(t,ξ)−b(ξ) ∑
j∈Ni

(πi j(t)yi j(t)+δi j(t)zi j(t))

ei(t,0) = ei(t, ℓ) = 0, ei(0,ξ) = x0i(ξ)− x0(ξ).
(13)

One must now examine the well-posedness of the above
error system and obtain the adaptive laws for the synchro-
nization gains πi j(t),δi j(t). For the latter, one considers the
Lyapunov-like functional

Vi =
∫ ℓ

0
e2

i (t,ξ)dξ+ ∑
j∈Ni

(

π2
i j

γP
i
+

δ2
i j

γD
i

)

, i = 1, . . . ,N, (14)

where γP
i and γD

i are node-dependent adaptive gains, [13].
Taking the derivative of (14) along (13) yields

V̇i =
∫ ℓ

0
ei(t,ξ)ėi(t,ξ)dξ+2 ∑

j∈Ni

(

πi j π̇i j

γP
i

+
δi j δ̇i j

γD
i

)

=
∫ ℓ

0
ei(t,ξ)Amei(t,ξ)dξ+

∫ ℓ

0
Amei(t,ξ)ei(t,ξ)dξ

−2
∫ ℓ

0
b(ξ)ei(t,ξ)dξ ∑

j∈Ni

(πi j(t)yi j(t)+δi j(t)zi j(t))

+2 ∑
j∈Ni

(

πi j π̇i j

γP
i

+
δi j δ̇i j

γD
i

)

.

The terms

−2
∫ ℓ

0
b(ξ)ei(t,ξ)dξ ∑

j∈Ni

πi j(t)yi j(t)+2 ∑
j∈Ni

πi j π̇i j

γP
i

,

and

−2
∫ ℓ

0
b(ξ)ei(t,ξ)dξ ∑

j∈Ni

δi j(t)zi j(t)+2 ∑
j∈Ni

δi j δ̇i j

γD
i

,

can be simplified when∫ ℓ

0
b(ξ)ei(t,ξ)dξ = εi(t), i = 1, . . . ,N,

is assumed, i.e., when c(ξ) = b(ξ). Then the adaptive laws
can be selected as

π̇i j(t) = γP
i yi j(t)εi(t)−πi j(t)

δ̇i j(t) = γD
i zi j(t)εi(t)−δi j(t)

i = 1, . . . ,N, j ∈ Ni. (15)

The resulting Lyapunov derivative becomes

V̇i ≤ −λm

∫ ℓ

0
e2

i (t,ξ)dξ−2 ∑
j∈Ni

π2
i j

γP
i
−2 ∑

j∈Ni

δ2
i j

γD
i

≤ −min{λm,2,2}Vi.

The realization of the adaptive laws (15) relied on the
collocation assumption which is stated below.

Assumption 4 (collocated input and output): The control
and observations are assumed collocated, which for the
current class of PDEs translates to b(ξ) = c(ξ).

Summing over all agents, the collective Lyapunov deriva-

tive produces
N

∑
i=1

V̇i ≤−min{λm,2,2}
N

∑
i=1

Vi.

The convergence of ei to zero in the appropriate norm easily
follows. Similarly, due to the architecture of the adaptive
laws in (15), the edge-dependent gains converge to zero.

IV. ABSTRACTION TO SPECIAL CLASS OF POSITIVE REAL

INFINITE DIMENSIONAL SYSTEMS

In general, to extract adaptive laws for parameters in es-
timation and control of dynamical systems using Lyapunov-
redesign methods, one must require the nominal system be
strictly positive real, [14], [15]. This stems from the need to
extract the adaptive laws and express them in terms of avail-
able signals. The coupling of the input and output operators
when they collocated represents the simplest case. However,
a more general class of systems relates the input and output
operators via the solution to an associated operator Lyapunov
equation. A rich class of positive real infinite dimensional
systems are the collocated partial differential equations with
dissipative operator. Such a class of infinite dimensional
systems allows for unbounded input and output operators.

In order to include more PDEs beyond (1) and (2), we ex-
press PDEs like (1) as evolution equations in an appropriate
Hilbert space. We consider the usual Gelfand space triple
with the pivot space H a Hilbert space and the reflexive
Banach spaces V that is continuously and densely embedded
in H. The conjugate dual of V is denoted by V ∗ and we have
V →֒ H →֒ V ∗ with the embeddings dense and continuous.
The class of systems that we study are written as

ẋi(t) = Aixi(t)+Bui(t), yi(t) = B∗xi(t), (16)

where the state operator A ∈ L(V,V ∗) and the input operator
B ∈ L(R1,V ∗). One can easily see that (3) can fit the above
framework with

〈Bu,φ〉=
∫ ℓ

0
b(ξ)φ(ξ)dξu(t), φ ∈V = H1

0 (0, ℓ).

Similarly, the abstraction of (1) is

ẋm(t) = Amxm(t)+Br(t), ym(t) = B∗xm(t), (17)

The matching condition takes the form of imposing the
existence of a gain g > 0 such that (cf. (10))

Aφ−BgB∗φ = Amφ (18)

with D(A) = D(Am).
The associated error equations are described by the fol-

lowing evolution equations

ėi(t) = Amei(t)−B ∑
j∈Ni

πi j(t)(yi(t)− y j(t))

−B ∑
j∈Ni

δi j(t)(zi(t)− z j(t)) , ei(0) = x0i − x0.
(19)

Lemma 1: Consider the infinite dimensional systems (16)
with collocated unbounded input and output operators and
with the leader system given by (17). Assume that the virtual
leader operator satisfies the dissipativity identity Am +A∗

m <
−µI with r ∈ L2(0,∞;R1), then the adaptive laws of the
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synchronization gains are given by

π̇i j(t) = γP
i εi(t)yi j(t)−πi j(t),

δ̇i j(t) = γD
i εi(t)zi j(t)−δi j(t).

(20)

The proposed controllers given by

ui =−gyi + r− ∑
j∈Ni

πi jyi j +δi jzi j

result in well-posed systems with error dynamics (19) and

lim
t→∞

|ei(t)|= 0, lim
t→∞

|xi(t)− x j(t)|= 0, ∀i, j = 1, . . . ,N.

Proof: The extraction of adaptive laws is made possible
via Lyapunov-redesign methods. Consider the functionals

Vi = 〈ei,ei〉H + ∑
j∈Ni

(

π2
i j

γP
i
+

δ2
i j

γD
i

)

, i = 1, . . . ,N. (21)

Taking the time derivative along the error dynamics, we have

V̇i = 〈ei,Amei〉+ 〈Amei,ei〉−2〈ei,B ∑
j∈Ni

πi(t)yi j〉

−2〈ei,B ∑
j∈Ni

δi j(t)zi〉+2 ∑
j∈Ni

πiπ̇i j

γP
i

+
δi j δ̇i j

γD
i

= 〈ei,(Am +A∗
m)ei〉−2 ∑

j∈Ni

π2
i j

γP
i
−2 ∑

j∈Ni

δ2
i j

γD
i

≤−min{λm,2}Vi

(22)

The convergence of the pairwise differences and of the state
errors ei to zero in the H norms easily follows. The error
systems (19) along with the leader dynamics in (17) and the
adaptive laws (20) result in a well-posed aggregate system.
The aggregate system falls into the general abstract system
given in [16], see also [17].

V. CASE OF FINITE DIMENSIONAL SPR SYSTEMS

The finite dimensional systems are described by

ẋi(t) = Axi(t)+Bui(t), yi(t) =Cxi(t), xi(0) = xi0, (23)

with xi ∈R
n. The three spaces collapse into V =H =V ∗ =R

n

and the system has q ≥ 1 inputs and outputs with B an n×q
and C a q×n matrices. The virtual leader is given by

ẋm(t) = Amxm(t)+Br(t), ym(t) =Cxm(t), xm(0) = x0 (24)

where the matrix triple (Am,B,C) satisfies Lur’e equations

AT
mP+PAm =−Q, BT P =C.

The collocated assumption is removed for the more general
case of BT P = C which produces a strictly positive real
transfer function from r to ym. The condition of static stabi-
lizability is also assumed and which requires the existence
of a q×q gain matrix G such that A−BGC = Am.

In this case, one can consider a temporal PID coupling for
synchronization. The counterpart of (3), which implements
a temporal PID coupling using available output signals is

ui(t) =−Gyi(t)+ r(t)− ∑
j∈Ni

πi j(t)yi j(t)

− ∑
j∈Ni

ιi j(t)
∫ t

0
yi j(τ)dτ− ∑

j∈Ni

δi j(t)ẏi j(t),
(25)

and which results in the closed-loop networked systems

ẋi(t) = Amxi(t)+Br(t)−B ∑
j∈Ni

πi j(t)yi j(t)

−B ∑
j∈Ni

ιi j(t)
∫ t

0
yi j(τ)dτ−B ∑

j∈Ni

δi j(t)ẏi j(t),

xi(0) = xi0.

(26)

Using the identity for the output errors

εi j = εi − ε j = (yi − ym)+(ym − y j) =Cei j = yi j,

then the state errors ei = xi − xm are governed by

ėi(t) = Amei −B ∑
j∈Ni

πi j(t)εi j(t)

−B ∑
j∈Ni

ιi j(t)
∫ t

0
εi j(τ)dτ−B ∑

j∈Ni

δi j(t)ε̇i j(t).
(27)

To analyze the stability of (27) and extract the adaptive laws,
we consider the following Lyapunov-like function

Vi = eT
i Pei + ∑

j∈Ni

(

1
γP

i
π2

i j(t)+
1
γI

i
ι2
i j(t)+

1
γD

i
δ2

i j(t)
)

, (28)

where γP
i ,γI

i ,γD
i are the node-dependent adaptive gains.

Lemma 2: Given the finite dimensional networked sys-
tems (23) with the SPR virtual leader (24) and the matching
condition satisfied, then the proposed PID synchronization
controllers with adaptations

π̇i j(t) = γP
i εT

i (t)εi j(t)−πi j(t),

ι̇i j(t) = γ I
i εT

i (t)
∫ t

0
εi j(τ)dτ− ιi j(t),

δ̇i j(t) = γD
i εT

i (t)ε̇i j(t)(t)−δi j(t),

i = 1, . . . ,N,

j ∈ Ni,
(29)

produce stable closed-loop systems with limt→∞ |ei|= 0, and
the adaptive gains converging to zero asymptotically.

Proof: The derivative of the Lyapunov functions (28)
along the trajectories of the error systems (27) becomes

V̇i = eT
i Pėi + ėT

i Pei +2 ∑
j∈Ni

(

πi j π̇i j

γP
i

+
ιi j ι̇i j

γ I
i

+
δi j δ̇i j

γD
i

)

= eT
i

(

PAm +AT
mP

)

ei −2eT
i PB ∑

j∈Ni

πi jεi j

−2eT
i PB ∑

j∈Ni

ιi j

∫ t

0
εi j(τ)dτ−2eT

i PB ∑
j∈Ni

δi j ε̇i j

+2 ∑
j∈Ni

(

πi j π̇i j

γP
i

+
ιi j ι̇i j

γ I
i

+
δi j δ̇i j

γD
i

)

=−eT
i Qei +2 ∑

j∈Ni

πi j

(

π̇i j

γP
i
− εT

i εi j

)

+2 ∑
j∈Ni

ιi j

(

ι̇i j

γI
i
− εT

i

∫ t

0
εi j(τ)dτ

)

+2 ∑
j∈Ni

δi j

(

δ̇i j

γD
i
− εT

i ε̇i j

)

Substitution of the adaptive laws results in

V̇i ≤ − λmin(Q)
λmax(P)

eT
i Pei −2 ∑

j∈Ni

(

π2
i j

γP
i
+

ι2
i j

γ I
i
+

δ2
i j

γD
i

)

≤ −min
{

λmin(Q)
λmax(P)

,2
}

Vi

Collectively, the Lyapunov functionals satisfy
N

∑
i=1

V̇i ≤−min
{

λmin(Q)
λmax(P)

,2
} N

∑
i=1

Vi.
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Fig. 1. Communication topology.

Convergence of the estimation errors to zero and of the
adaptive gains immediately follows.

VI. NUMERICAL EXAMPLES

A. Example 1: Infinite dimensional collocated systems

We consider the networked systems examined in [8] and
fit the proposed framework of collocated dissipative systems.
The PDEs with boundary control and observation are

ẋi(t,ξ) = αx′′i (t,ξ), xi(0,ξ) = xi0(ξ), α > 0, i = 1, . . . ,5.

xi(t,0) = 0, x′i(t,1)− kxi(t,1) = u(t), k > 0.

The connectivity of the five systems is described by the undi-
rected graph in Figure 1. The five systems have collocated
input and output unbounded operator with B =C ∗ = δ(ξ−1).
The state operator is defined as Aφ = α∆φ and the physical
parameters were α = 0.1 and ℓ = 0.1. The virtual leader
operator is Amφ = α∆φ− 0.1b(ξ)

∫
Ω c(ξ)φ(ξ)dξ. Assuming

for simplicity r(t) = 0 in (1) along with xm(0,ξ) = 0, it
reduces the tracking problem into a regulation problem and
thus requiring only the synchronization of the five systems
with a prescribed regulation dictated by the spectrum of Am.

To examine the effects of the spatial PD synchronizing
controller in enhancing regulation, we consider the spatial
distribution of the mean state xmean(t,ξ) = ∑5

i=1 xi(t,ξ) at
the instances t = 2 and t = 4s. Figure 2 depicts the mean
state and it is easily observed that the absence of any
form of synchronization coupling lacks in performance. The
adaptive PD, the adaptive proportional and the adaptive
derivative synchronization coupling shows significant im-
provement over the case of no synchronization coupling
in the control signal. Table I summarizes the same re-
sults for |E(t)|2H = ∑5

i=1 |xi(t,ξ)− xm(t,ξ)|2H and |∆(t)|2H =

∑N
i=1 |xi(t,ξ)− xmean(t,ξ)|2H . The positive effects of adaptive

weights on both |E(t)|H and |∆(t)|H are immediately seen.

gains
∫ ∞

0
|E(t)|2 dt

∫ ∞

0
|∆(t)|2 dt

∫ ∞

0
|E(t)|2 + |∆(t)|2 dt

αi j,δi j 52.81 34.18 86.99
αi j 54.23 35.06 89.29
δi j 52.81 34.20 87.02
no 79.51 51.24 130.75

TABLE I

CUMULATIVE EFFECT OF GAINS αi j AND δi j ON E(t) AND ∆(t).

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.5

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

Fig. 2. Spatial distribution of mean state at t = 2 and t = 4s.

B. Example 2: Finite dimensional SPR systems

We consider the following SPR system

ẋi =
[

−3.25 −3.25
1.00 0

]

xi +
[

1
0

]

ui, yi = [ 1 1 ]xi

The virtual leader has

Am =
[

−4 −4
1.00 0

]

,

and with the static gain G = 0.75 one has Am = A−BGC.
The triple (Am,B,C) satisfies Lur’e equations with BT P =C

P =
[

1 1
0 2

]

, Q =
[

7 6
2 4

]

.

A total of N = 5 agents are used and the same connectivity
from Example 1 is used. The laws (29) were used to
implement the PID consensus coupling of the 5 systems.
To create an initial mismatch of the 5 systems amongst
themselves and with xm(t), the initial conditions were

x1(0) =
[

1
−3

]

, x2(0) =
[

3
5

]

, x3(0) =
[

6
−1

]

,

x4(0) =
[

7
3

]

, x2(0) =
[

−4
3

]

, xm(0) =
[

20
15

]

.

The reference signal in this case was r(t) = sin(10πt).

The norm of the difference xm and the mean state
xmean(t) = 1

N ∑N
i=1 xi(t) is depicted in Figure 3. This depicts

the performance of the mean state from the virtual leader
thus representing the virtual leader tracking in the mean. The
case of an adaptive PID consensus coupling, an adaptive P
consensus coupling and no consensus coupling are depicted.
As expected the consensus coupling significantly improves
the virtual leader tracking. Assessing synchronization is
captured by the aggregate deviation from the mean









x1(t)− xmean(t)
...

xN(t)− xmean(t)









and depicted in Figure 4. Both the adaptive PID and adap-
tive consensus coupling show an improvement over the no
consensus coupling case. The L2(0,5;R2) norm for the
error from the mean |xm(t)− xmean(t)|2 plus the aggregate
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Fig. 3. Evolution of error between virtual leader and mean state of the
N = 5 networked systems.
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Fig. 4. Evolution of aggregate deviation from the mean of the N = 5
networked systems.

deviation from the mean ∑5
i=1 |xi(t)− xmean(t)|2 is tabulated

in Table II providing similar conclusions to the PDE case.

VII. CONCLUSIONS

The use of output signal derivatives, spatial or temporal,
when used in the synchronization control of networked PDE
systems, provides performance enhancement. For networked
PDE systems, a spatial proportional and spatial derivative
components of the consensus protocols used for synchroniza-
tion and leader following, provides spatial synchronization
and enhances leader following. For networked finite dimen-
sional systems that are strictly positive real, an added feature
of the consensus protocol involves the integral component,
thus arriving at a PID-type components in the consensus
protocols. In both cases, the synchronization gains were
optimized via adaptations which utilized available signals.

Both networked PDE systems with collocated input-output

adaptive PID coupling adaptive P coupling no coupling
norm 16.5763 16.6163 19.3497

TABLE II

L2(0,5;R2) NORM.

operators and networked ODE strictly positive real systems
utilized the spatial PD and temporal PID couplings for syn-
chronization enhancement were presented and demonstrated
the beneficial effects of the additional adaptive modifications
of the synchronization controllers.

An immediate extension involves the application of higher
order spatial couplings in PDEs of first and second order in
time form and with spatial operators involving more than two
spatial derivatives. Such an extension should involve both in-
domain and boundary observation and actuation.
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